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A Pseudoinverse-Based lterative Learning Control

Jayati Ghosh and Brad Paden

Abstract—Learning control is a very effective approach for tracking con-
trol in processes occuring repetitively over a fixed interval of time. In this
note, an iterative learning control (ILC) algorithm is proposed to accom-
modate a general class of nonlinear, nonminimum-phase plants with distur-
bances and initialization errors. The algorithm requires the computation of
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left half complex plane) and also input-to-state stable

Zi(t) =f (vi()) + g (wi(t)) wit) + b (2:(t)) wi(t), x:(0) =0
yi(t) =h (@:(t)) + vi(t) (1)

wherei is the index of iteration of ILC{u; }32, is a family of input
sequencer;(t) € R", u;(t) andy;(t) € R™ andf : R — R",
g:R" =R h:R" - R™b:R" - R, w; e RP,v; €

an approximate inverse of the linearized plant rather than the exact inverse.
An advantage of this approach is that the output of the plant need not be
differentiated. A bound on the asymptotic trajectory error is exhibited via
a concise proof and is shown to grow continuously with a bound on the dis-
turbances. The structure of the controller is such that the low frequency
components of the trajectory converge faster than the high frequency com-
ponents.

R™. The functionw;(¢) represents both repetitive and random bounded
disturbances of the system; it may be stiction, nonreproducible friction,
state-independent modeling errors, etg(t) represents sensor noise.
A desired trajectory(t) is supported on finite intervak (€ [0,77])
of the time axis. The objective of learning is to construct a sequence
of input trajectorieg«; }{2, such that:; — «* andu™(¢) causes the
system to track a trajectogy () “as closely as possible” on [@;] We
make the following assumptions:
(A1) The functionsf(-), 4(-), h(-) are continuously differentiable
andb(-) is continuous.
(A2) uo € Lo NC° N B,., whereB,. is a closed subset of a Banach
Iterative learning control (ILC) refers to a class of self-tuning corspace.
trollers where the system performance of a specified task is graduall{.A3) The system istable-in-first-approximatiomand input-to-state
improved or perfected based on the previous performances of identigaible.
tasks. The most common applications of learning control are in the aredNote: If the system is not stable, it may be stabilized prior to appli-
of robot control in production industries, where a robot is required gation of our methods).
perform a single task, say pick-and-place an object along a given trajectA4) The disturbances; () andv;(-) are bounded by., andb.,
tory, repetitively. With a feedback controller alone, the same trackirigspectively (i.e.||w; (¢)]] < by, and||v;(t)]] < by).
error would persist in every repeated trial. In contrast, a learning con<(A5) The desired trajectory, lies sufficiently close to a trajectory
troller can use the information from the previous execution to improvg which satisfies the following equations:
the tracking performance in the next execution. While in some appli-
cations, the need to repeat a trajectory multiple times for learning may
be a disadvantage, we focus our attention on those many others where
learning control is a natural solution.
In this note, we propose a modification of the iterative learning coffor such a system, an ILC is proposed as shown in Fig. 1.
trol algorithm presented in [1] so that it can be applied to a more generic ) )
class of nonlinear nonminimum phase plants with input disturbanBe Formulation of Learning Controller
and output sensor noise. In Section Il, a learning controller is proposedn this section, a good candidate for the learning contrdli€r of
by formulating a pseudo-inverse of the linearized plant at the origin. Fig. 1 is derived by first linearizing the plant and then a “pseudoinverse”
Section I, simulation examples are presented to show the performaéehe linearized plant is used as the learning controller.
of the proposed learning controller. Finally, Section IV concludes the The update law of the ILC is written in terms of the operatBrshe
note. linearized plantD P|o, its adjointD P|; and7 for ¢ € [0,T] is

Index Terms—iterative learning control (ILC), nonlinear tracking,
pseudo inverse.

|. INTRODUCTION

Za(t) =f(#a(t) + g(#a(t))aa(t) #a(0)=0

Ja(t) =h(Fq4(t)), Vte[0,T]. 2

[. NONLINEAR NONMINIMUM PHASE PLANT WITH DISTURBANCES it (8) =T (ui + bui)
In this section, we present a robust iterative learning algorithm for
nonlinear systems. We consider only square (same number of inputs

and outputs) time-invariant nonlinear systems.

=T | wi + (ol + DP|;DPlo)” " DP|} (ya — P (u:))

pseudoinverse (i~

A. System Description =T ("i +(al + DP|;DP|o)™" DP[; (ya — yi))- ®3)

Consid_er a non_linear system whichsig bIe-ir_l-ﬁrst-appro_ximation Note thatifuo = T (uo), T (ui(t) + 6ui(t)) = w;(£)+ T (su;(t)) for

atz = 0 (i.e., the linearized plant has all the eigenvalues in the OP&f); (Note that in Fig. 1, the truncation operatbiis placed before the
summing junction).
Defining DP|o: Since the nonlinear system (1) is input-to-state-
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Sw(t) =ASx(t) + Béu(t) 6x(0) =0
Sy(t) =Céx(t). (4)
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' v 0 % 69; L. — Lo, and is noncausal. Solving (8) fér, we see that the
e P b inverted operatofad + DP|;DP|y)”" is
681 [ A  —=Ba™'B"][éx
ox| | -Cto —A" 6%
Y1©) Su; ) Aa
T |= LC n Ba™t si |[frE)] _
0 | |s5(20)] T
Fig. 1. Nonlinear It_earning control systeft nonlinear plantZC'. Learning Su =a ! (5?7 _ B'T(Sa‘?) . (9)
controller?7 : truncation operator.

The eigenvalues of the above system are continuous functionslof
whered £ 7,(0), B £ ¢(0),C £ h,.(0). Hence, DP|, : éu — thelimita — oo, A, is hyperbolic (sinced is Hurwitz). Thus, we
8y; Loo]0,00) — Loo[0,00). Sincesu € Lo, [0,T] andA is Hurwitz ~ can always choose anfor which A, is hyperbolic. The system (9) is
[in (4)] we can replacé(0) = 0 with 6z(%oc) = 0 and not alter solved by the stable-noncausal-solution approach of Deeasia[2].
the input—output (I-0) map defined by (4), and hence, the only m&fence,(ol + DP|5DPlo)~" : 85 +— du; Lo — L.

provided isl — 1. The learning controller is the pseudoinverse
Defining DP|;: Consider the I-O map for the adjoint system (oI + DP[;DP|o)” ' DP[; and is given in time-domain by
;. ) —1 T —1pT
55 =— ATox — CTou, 6F(xoc) =0 bz A =Ba” B' BaT B 7 [bx
57 =BT 83 5 b | =|=-C"C —-A" 0 5%
y=nor ®) 5: 0 0 —AT 5z
. . . T . . v —
Since A is Hurwitz, — A" is hyperbolic (€., none of the eigen- Ae @
values have zero real part). Further, (5) defines a unique noncausal 0
mapping as shown by Devasiet al. [2] (see the Appendix ). + 0 by;
DP|5: éu — §y; Los — L. The adjoint system satisfies the _c*
property(D Plou, v) = (u. DP[sv) [3]. X (£0) =0
Defining DP|.,: Neglecting higher order terms we obtain a lin- Sz
earized plant around the solutien(t) to (1) Su — [0 — o 'BT a—lBT] i (10)
57:(t) =fr () 65:(8) + go (1) 634 (£)us(t) b
+ g (@) bus (8) + b (x) wi(t) A. is block diagonal, therefore the eigenvaluegipfare eigenvalues of
57:(0) =0 A, (9)and—AT . SinceA., is hyperbolic for some, A.. is hyperbolic.

Hence,(al + DP|;DPlo) *DP|; : éy — 6u, Lo — Lo and
the solution of the linear controller described by (10) can be obtained
A , A , _using stable-noncausal-solution approach [2]. (Using initial conditions

where f (xi(t)) = 0f/0w(wi(t)); galxi(t)) = Jg/Oxlxi(t)). a4 — _ ratherthart = 0 allows us to contral (0) viasy(—sc. 0].
Slnc_e (4) is stable, |t_can be proved by Lyapunov method_s thﬁﬁus tracking performance can be improved relative to assumptions of
(6) is also bounded-input—bounded-output (BIBO) stablexijf §y = 0 on (oo, 0] and X (0) = 0).
lies within a certain bound. Note that, here also we can re- ’
place6#;(0) = 0 (as in (4)) withéi;(£oc) = 0 and not alter
the 1-O map. Defined;(t) 2 f.(x:i(t)) + go(wi(t))ui(t), O , . ,
Bi(t) 2 gla:i(t), Ci(t) 2 ho(ai(1), bi(t) 2 bas(1). The Definition 1: We define the\ norm for a functione : [0, 7] — R*
stable linear system (6) has a solution and defines a linear I-O mQM:
DP|,, : 6u; — 6yi; Loo — L. A Y

DefiningDP|!**: Motivated by the concept of a pseudo-inverse [4] llzClly = t:[‘;pﬂ“ (- 11)
we define learning controller by the following linear operator: ’

§3:(1) =h., (1) 83:(1) + vi(t) (6)

C. Convergence Analysis

A X P Note that||z|[y < ||z]lee < e**||2||x for X > 0, implying that
DP|y® = (al+ DP|gDPlo) "DPJ; (™) |lz||l» and||2||- are equivalent norms. Thus convergence results can
be proved using either norm.
for o # 0. We call this “approximate inverse” the-pseudo inverse  |nduced\-norm: || 4| = SUD|[u |, 1. u 0 1 AUl 5.
of DP|q. For simplicity thea pseudoinverse is referred to as simply Define the Eourier transform dﬂ;’|0 vby ;:(pr) — ﬁ’lo(f)
a pseudo-inverse in the rest of this note. In time-domain using (4) an
(5) (el + DP|5;DPo): bu — 6 is

%ondition 1: |DP|o(f)| > B8 > 0VYf (i.e., no finite or infinite
zeros onjw axis). Observe thal [0, 7] C Lo.
Theorem 1: If the assumptions4{1—-45) and Condition 1 are satis-

o A 0 bz B
f = T T gf + ou fied, then the algorithm (3) produces a sequence of inputs which con-
Sx -C'C -A bx 0 . . ;
verges tau™, if there are no disturbances (i.e;, = 0 andv;, = 0) and
{6‘?(190)} -0 no initialization errors£;(0) = z4(0) V). If w; andv; are bounded
b (do0) and the initial state error is boundelz((0) — i (0)|| < bao), wi
89 =adu + 6y = abu + B' 5. (8) converges tdB(u*,r), asi — oo. The radius of the ballB(u",r)

depends continuously on the bounds on the disturbancaadv; and
Since DP|, is stable, (8) is hyperbolic with eigenvaluesthe initialization error. If there exists a; € L. N Cob[0,T] with
MA) U AM(—AT). Hence, by [2](af + DP|;DPlo) : 6u +—  P(ug) = yaq, thenu; converges to the desired input solution



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 47, NO. 5, MAY 2002

833

Proof: The proof relies on the application of a variant of the corby ¢ ~**, defining k', 2 max(ba, by) and assuming > K5 we have

traction mapping theorem [5] to the input sequence. The main idea

of the proof is to show thatéuiyi[[x < plléuillx + ba where0 <
p < L(bu; 2 g — u;). This implies thalim; .. sup [|éu;||]x —

1/(1 — p)ba, whereb, is a continuous function of the bounds on dis-

turbances and initialization error. Construct the sequengé)}:~
by defining:

wg =T (uo);  tipr = T, (0,0 [@i()]:
AT ('u‘,- + (ol + DP|5DP|0)” DP|i(ya — P (ui))).

Tas(),ws(-n [ui(+)] is denoted byl (u;) for simplicity in the rest of
this note. Now, from (3) and the linearity of the truncation operator,
(12), shown at the bottom of the page, holds. Following [6], we show

that the Frechet derivative d? is given byDP|,,. That is,DP|.,
satisfies
||P(LLZ =+ 6LLZ) - P(u;) — DP|u7[5ul]||

lim -
o]

[[62;]|—0

=0 (13)

In (13), lets(5u;) be defined bys(8u;) £ P(ui 4+ u;) — P(u;) —
DP|,,[6u;]. From (13), we can seeis o(6u; ). Denotingdu; 2 [vi —
u;], we can rewrite (12) as

IT% (wi) = Ti (v
:H’T(-&m — (oI + DP|§DPlo) " DP|; P (ui)
-+ (oI + DP|;DP|y)""
- DP|s (5 (5ui) + P (u;) + DP|., [51“])) H
:HT (—m,; + (al + DP|3DPlo)"}
- DPJ; (s (Su;) + DPJ,, [61l,i])) H
Since s(bu;) is o(buy),

limy s, |—o (||(af + DP[5DPo) " DP|||| s(dus)||)/||6uil| = 0.
This implies thatve > 0, 3 § > 0 such tha|éu;|| < §

_, e+ DPIFDPJo) ™" DPJ[l[]s(8ua)
ll6ul

<e< 1 (14)

Bounding é#; and &éz: From assumptions A1, A3, A4:
Al < ([ fe(x)ll + llge(@)lllluil] < ba, [|Bill = [lg(@i)]| < by,
NCill = 17w ()] < bra, ||0s]] < by Therefore]|A|| < ba, || B]| <
by, ||C|| < bn.. From (6), we can write
53i(t) = 8i:(0)

+ /t Ai(T)6x;(T) + Bi(1)bus (1) — by (T)w;(7)dr. (15)
0

Therefore, using the triangle-inequality and bound$candw;, we

havel|8z; || < 1162 (0)[1+f; 1 4i (T)162: (7| +| B (r) [ |6ui (7) ||+
bybd7. Using Gronwall-Bellman inequality (see [5, p. 688z: || <
P at16&: (0)]|+ f1 €24 (by||8ui (7)|| +bubu )dr. Multiplying (15)

e M YIsd | <e®am V! ||63i(0))]

ot i
—|—K1/ BN =AY 150 (1) dr
0 )
—|—bbbw/ e M elba= M=)
0

Note that for a constarit:|| » = &. Takingsup overt € [0, 1] we have
6]l < [167:(0)]|

K, Ki=MT
e (=) (ol

by b, (ba=N)T
e (RPN
T ( ¢

(16)

Similarly from (4), it can be proved

I

r < T
I52lls < (O] + =

(1 _ €(1<r/\)'[> l6wi(T)llx  (17)

whereéu; is the input to (4).

DefiningADP|,.: Define alinear operatak DP|,, £ DP|,,, —
DP|o, so that

ADP|y, : bu; — Ay Loo — Leo. (18)

From (6), the output of the operatd¥P|.,, is: 6y;(t) = C;(t)éa;(t) —
v;(t) and from (4) the output of the operatbrP|, is by (t) = Céx(t).
This |mpI|es,Ayl(t) = 537L(f) - (5y(t) = Cg(t)(s;fi(t) - Ui(f,) -
C'éx(t). Therefore, using (16), (17), and the boundvpnve can write

Ayilly <NCilly lIoFilly + NCNAlox][x + bo
<brs (182l + ll62ll) + b
201 K (Ki=\)T
< (11— ! ) du;
< (1 Il
(1= )

bz bpbus
+ hzUb
+ b (1820} + 132(O)II,) + b

A—ba

Showing Contraction MappingFrom (12), we have the equa-
tion shown at the bottom of the next page. Defifjéal +
DPI5DPlo)"'DPJ5|lx = G. It can be shown in the fol-
lowing way that if DP|, satisfies Condition 1 then ||a(al +
DP|SDPlo)  [6ui]llx < eallbuills, whered < e, < 1. With the
choice ofa sufficiently small,e, can be made arbitrarily small.

Letyg = DP|oa, Y (f) := Fy(t) andU(f) := Fu(t).

nDﬂwWé/ FOF (1)dt

=/m?uWﬂﬁ#

—o0

=/m@?Mﬁﬁumﬁﬂdﬁ5UW#-

(F: Fourier Transform)

IT: (i) = T: (w0ll = |7 (w: + (aI + DPRDPlo) ™ DPfs (g = P (1))

T (Ui + (aI + DP|3DPo)”"

- HT (W — (al + DPI;DPlo)"" DP[}P (u;) — vi + (aI + DP[;DPlo)”" DP[;P ('vi)) H .

- DP; (5a = P (00) )
(12)



834

If Condition 1is satisfied, thef| DP|o||* > 3%||a||* wheres >
0. Consider again (19). Letu; = (DP|;DP|o + ol)[a] so that
|(DP|5DPlo + al)~"8u:||* = ||a]|*. Note that

(DP[sDPlo + oD)[a]|%,
=||(DP[sDPlo)[a]
=||(DP[5DPlo)[u]
>(2a3% + o)|ul)?
=|lall® < (2a8* + o) [(DP|5DPlo + o) [a]|>.

a(DP|sDPloi, @) + |||

I +2
” + 2a|| DPJo[al]* + o> ||a)”

(19)

Therefore, we can writdlo( D P|§ D P|o + o) " [6u;]||* = o ||al?;
[using (19)] < a*(2a® + o) "' [(DPsDPlo + ol)[al||”
2 ||5u:||* wheree, = [o?(2a3% 4+ o*)~1]}/? < 1. With the choice
of «, e, can be made arbitrarily small.

If the transfer function corresponding fdP|, is strictly proper then
the Condition 1lis not satisfied af = co. Then asf — oo e.(f) —

1 and, intuitively, high frequency components of the input sequent
would converge slowly. In that case, the learning controller must be

modified in the following way:

Instead of consideringD P|; D P|o + oI ) D P|; as the learning op-
erator, take(ﬁ@ﬁﬂo + 0'1)1?156 as the modified learning con-
troller, wherelﬂﬂ0
ward term toD P|o. Hence,D P|, is given by modified (4) as follows:

Sx(t) =Adx(t) + Boéu(t),
Sy(t) =Céx(t) + epbu(t)

bx(fo0) =0
(20)

where0 < e¢p < 1. The modified operator satisfi€ondition 1and
the convergence analysis proceeds in the same way wishifficiently
small. Substituting the bounds di\y;||x = ||AD P, [6u;]||x from
(19) and multiplying (19) bye=*, we can writeA—norm of (19)
takingsup overt € [0,7] as

(1T: () =T (i) [ a
<Gl Ayilla + eallouilla + ellouilla

2bp,. K -\
<602t (1 0
bha:bbbw (b a—X\)T
1= (hamT)
R ( ‘

+ b (1623 (0)][x + 182(0)[|5) + bo
+ €allSuillx + ellduills

= |:G1 {—thm[n (1 — e<K1_A)T>} +€a + e:|

A— K,y
o

Nouills + Kb + Kuby + Ko
<pllduillx + ba

(DP|,Q;|' €1) is obtained by adding a feedfor-
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where K is the norm bounds of the initial state errofs,, b, and
K,b, are the norm bounds of the input and output disturbances re-
spectively. Since < 1, with sufficiently smalle, we can find a\ >

K, > K, which makesp; < p < 1. Therefore, we can write:
lwigr — vigr||x < pallui — villx + ba < pipi—i||uicr —vica||x +

[)ibrl + by < /)2||ui_1 — 'UL'_1||,\ =+ pbd + bg whereb, combines
the norm bounds of the initial state errors of the controller and dis-
turbances. ThereforEmsup, . [|[vit1 — wit1||x < 1/(1 = p)ba;
i.e.,3N suchtha¥i > N,u; € B(u*,7), whereu” is the fixed point

of the contraction mapping; andB(v",r) is an open ball of radius

r = 1/(1 — p)bg and center”. If the disturbances and initialization
errors are absent; = 0, and hencey; converges ta*. If 3 u4 such
that P(uq) = ya, the fixed pointu™ of the contraction mapping;(-)

is shown to be:, in the absence ofi;, v, and initialization error. If

w; = w4, y; = ya anddy; = ya — y; = 0. This implies, the output
(6u;) of the learning controllefwl + DP|5DP|o) ' DPJ; is zero.
ThereforeT: (uy) = ug+T ((aI+DP|;DP|o) "' DP|5(ya—ya)) =

d +0=uq. = u" = uq4.

Once the contraction is proved, it can be shownTh&as previously
defined) is also a mapping from a closed subspace of the Banach space
(L=[0,T]) into itself, and hencel; is a contraction mapping. To show
this, consider a desired trajectogy = 0. Then from (2),uq = 0

for z4(0) = 0. In (12), if we considen; uqg = 0, then, since
[|T:(us)|| < pllus|| (wherep < 1), T; is a mapping from a closed
ball aroundu.4 0 into itself. Note that, the size of the ball around
ug = 0 must be small enough that (14) is also satisfied. Hence, if the
initial trajectoryu, lies in the neighborhood af; = 0, T; maps the
neighborhood into itself for all. Without loss of generality, we can
consider another paiyd = ¢4 andug = 44 (as given by (2). By
continuity,7; maps a closed neighborhood into itself even wheis
sufficiently close taj,. This is the motivation of45.

Ill. SIMULATION RESULTS
Simulation Results With Input Disturbances

In this section, we perform simulation studies with a single-
input-single-output (SISO) nonlinear honminimum phase plant
stable-in-first-approximationand also input-to-state stable, with input
disturbance described by

.’i?l (t)
#2(t)
L3 (f)
Fa(t)

0.2 4 0.1sin”(24)
0
0
0

y(‘;‘)

—r1 + x2
—3x2 + ;t?
w1 — 23
—x4 + 23
)
0.2 sin(40x1)

w;

0

b(x)
yi(t) =21 (t) — as(t) +vi(t);
N——_— ——

h(x)

x(£50) = 0. 1)

=||7(=6u; + (oI + DP|SDP|o) ' DP|3(s(6u;) + DP|y, [6u:])]]
<||T(=6u; + (ol + DP|;DPlo) " DP|;DPly,, [6u:]))|| + €| 7 (6u:)|| from (14)
substituting DP|,, = DP|o + ADP)|,,
=||7(=6ui + (oI + DP|;DPlo) ' DP|5(DPlo + ADP|.)[sui)|| + €l| 7 (6us)]|
=||7(=6u; + (oI + DP|sDPlo) "' {(DP|;DPlo + al) + (DP[GADP|., — al)}[sui)|| + €| T (5us)]|
<|I7((al + DP|3DPJo)™ DP|ADP].,[sui] — a(al + DP[sDPlo) ™" [ui])|| + e[| 7 (5u:)]-

T3 (ui) = Ti (i) ||
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First, we consider the output disturbancét) to be absent. The ref- ' " T i 01 i ' !

erence output trajectory is given byi(t) = 0.2sin(#) t € [0, 2x]; 0, 02
008} ]

otherwise.

DP|, is defined by linearizing the system (21) as 0.5
006}
-1 1 0 0 0.2
- 0 -3 0 0 01F
S - y Su(# 004}
S (t) 1 0 s ba(t) + 0 Su(t) 0
0 0 0 -1 0 g 05} ‘é o ]
A B o o
Sy(t)y =[1 0 -3 0]6x(t), ba(too)=0. ﬁ 5 0~—(\/)(‘
5 3 g
L =4 0021
Since the linear controller is unstable, we apply noncausal stable 80‘05 °

solution approach [2]. We introduce; as a bounded input distur-
bance.w; is normally distributed random numbers bounded between 01
+1. Matlab simulation [Fig. 2(a) and (b)] shows near perfect tracking
of the desired output trajectory after a couple of iterations. Note that
the remaining error resulting from slow convergence of high frequency
components.

o
=

0.06
0.15

0.08
02

01 L ) L

time

Simulation Results With Input and Output Disturbances

Now, we introducev; as a random bounded output disturbance to
the same nonlinear system given by (21). Input disturbancas in- )
troduced earlier is also present. Matlab simulation (Fig. 3) shows good . : : e : : '

tracking of the desired output trajectory after three iterations. 02t , —ermory_ Y,

. . 0.08
A. Discussion

i . 0.15
This ILC scheme has some advantages over that presented in [1]. 0.6

In [1], the inverse of the linearized planf P|; " is taken to be the
learning operator. This necessitates taking the derivative of the output il
to invert the system. In practice, derivatives cannot be reliably com-
puted in the presence of output sensor noise. Furthermore, the plant 7 gl
may itself produce an output signal that is not differentiable. In this
new learning algorithm, however, it is not necessary to take the deriva-
tive of the output in order to calculate the update term of the system
input at every iteration. (Note that should be nonzero).

The frequency responses of the linearized pRait|o [as given by
(4)] and its exact invers® P|;' and pseudo-invers® P|! (with
a = 0.001) are shown in Figs. 4(a) and (b). In our previous scheme [1], o
the learning operatdd P|; ' has high gain at high frequency as shown
in Fig. 4(b). Therefore, the high frequency noise is amplified by the
learning operator. From Fig. 4(b) we see that the frequency response
of DP|i* behaves similarly tdD P|;" at low frequencies, but rolls 008
off at high frequencies demonstrating a lowpass nature. Thus the high 02r
frequency sensor noise is filtered out. The phase responses of the exacl
inverse and the pseudo-inverse are identical (see Fig. 4(b). Note that
(eI + DP|;DP|o) is azero phase filterExcellent tracking of the low
frequency components is achieved after a few iterations, while the high ()
frequency components of the output error signal converge more slowdig. 2. Tracking of nonlinear nonminimum phase system with input
This behavior is corroborated by Fig. 2 (a) and (b), where we see tiiturbance (a) after three iterations and (b) after 10 iterations.
the low frequency error converges to zero within the first few iterations,
while the high frequency error spikes take a larger number of iteratioggyro|ier gains along the different spatial directions of the plant. Fu-
to decay. _ _ ruta and Yamakita's delta-modified steepest descent method [7] shares

In [7], the scale factor is the scalar “gamma,” and in our note, th&e same high-frequeny roll-off characteristics as the pseudoinverse
weight is an operator (not necessarily causal) given through the ¢y ning controller. Also, in [8] and [9], we find the application of in-

struction of aregularized pseudo inverse. Interestingly, in both schemgs;ing the transfer function for a robot feedback control system to de-
the phase of the learning controller is equal to the negative of the plaif,, the controller and cut off the learning as needed.
phase. Our note builds on the earlier work in that the operator weigh

produces an inverse of the plant over a bandwidth and one can ex-
pect rapid convergence in that frequency band. Further, if a multivari-
able plant has a significant spread between its minimum and maximunThe learning algorithm presented in this note guarantees learning,
singular values, the pseudoinverse automatically scales the learnimgler quite general assumptions. Theoritical assertions are corrobo-
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Fig.3. Tracking of nonlinear nonminimum phase system with input and outpu

100
disturbances after three iterations.,; is the actual (not measured) output.

rated by simulation results which demonstrate that in the presence of
random bounded disturbances the tracking error is uniformly bound:

10°

10°
Frequency(radian/sec)

(@
Exact inverse & Pseudo inverse of the plant,

A major advantage of this scheme is that we are able to eliminate 1
differentiation operator from the learning update law, which allows t
to consider a more general class of nonlinear plants. The learning
gorithm can be easily extended to slowly time-varying plants by a

Magnitude

plying Coppel’'s method [10]. Learning algorithm is applied to linea
plants with unmodeled dynamics in [11] which can be extended
time-varying plants in the future.

APPENDIX

10°
Frequency(radian/sec)

A. Boundary Value Problem for Nonminimum Phase Systems

A nonlinear nonminimum phase system can be viewed as a mapp
0of Clo,00] 10 Cp, o) OF @S @ mapping fronk_ . o] 10 L{_ oo 0c]- IN
the first case the inverse mapping is unbounded, while in the seco%
it is bounded but noncausal. Itis the second view that enables a pro &
perspective on tracking control problems as feedforward need not &
computed causally from sensor outputs.

egrees)

If a nonlinear plant with hyperbolic zero dynamics is nonminimur
phase, the inverse of the linearized plant is unstable. Hence, we perft
stable noncausal inversion of the linearized plant to obtain the learning
controller for ILC scheme described in Section Ill. An essential ele-
ment to solving this problem is finding a solution meeting boundarg)g(')f'
conditions at-oo. Hence, for the linear learning controller, this re- '

duces to finding solutions to

&= Ar+ Bu, x(foc)=0. (22) [1]
where we assume thdthas ngjw-axis eigenvalues ande L; N L...
Without loss of generality, assume thatis block diagonal:

A= AO_ 4 where A_ and — A, are both Hurwitz. It is

Ag

easily verifiable by substitution into (22) (using the notation) T6r
the unit step function), a Qfounded state-transition matrix can be de{4]
. . _ 1(H)e”~ 0 .
fined by: ¢(t) = 0 (=)ot and that the solution  [5]
to (22) meeting the boundary condition$t+occ) = 0 has the form 6]
x(t) = [T ¢(t — 7)Bu(r)dr. Define amappingd : L1 N Lee —
L N L., as the mapping taking to = in (22). ThatisA : u — =.

[2
(3]

00

1
Frequency(radian/sec)

(b)
Frequency responses @P|, (b) DP|;* and DP|{-* (with o =
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Frequency-Domain Synthesis of a Filter Using Viéte Root
Functions

Alain Oustaloup, Patrick Lanusse, and Frangois Levron

Abstract—This note proposes a noniterative method to fit a rational
transfer function to a specified frequency response. A method using a
smoothing of width-modulated pulses of the phase asymptotic-diagram
is modified to provide an exact algebraic method. This is then used to
synthesize a robust controller and a nonrational transfer function with a
fractional differentiation order.

Index Terms—Approximation, filter synthesis, fractional differentiation,
frequency-domain method, model reduction, system identification, Viete
root functions.

|. INTRODUCTION

& — 4 — —»

@y e

Fig. 1. Fitting of a phase curve from a pulse width modulation.

J. Ghosh and B. Paden, “Pseudo-inverse based iterative learning control

local minima. To make them linear, Levy proposed in 1959 to multiply
the cost function by the unknown denominator of the model [3]. Several
variations of the Levy method have been proposed to improve its con-
vergence. The “Frequency domain system identification toolbox” for
use with Matlab is one of these variations [2]. In fact, all these methods
are based oh, optimization. Methods based én, optimization have
been presented recently [4], [5]. In 1995, Mathieu proposed a variation
[6] of both Levy’s and Hakvoort's methods. It consists in canceling the
l--norm of Levy’s error equation by using a linear programming tech-
nigue: the simplex method.

These synthesis methods, although improved, still use an optimiza-
tion process and remain sensitive to the local minima problem. Thus,
they do not always provide a good fitting of frequency responses. On
the contrary, the synthesis method proposed is this note is an original
exact algebraic method using mainly the fitting of the phase response
data of the frequency response and requiring no optimization process.
The procedure is divided into two main steps. First, a linear system
is solved whose unknowns are the elementary symmetric functions of
roots defined byF'. Viete (1540-1603). These functions express the
relation between the roots of a polynomial and its coefficients. The
parameters of the model are then determined from the roots of a poly-
nomial built from these Viéte functions and sometimes also using the
magnitude data.

Estimation of the parameters of a dynamic model is & commongeion || presents an initial method using a smoothing of width-
problem and many methods have been proposed [1]. Most of thes6q,jated pulses of a phase asymptotic-diagram. This is then improved

methods use sampled-time data to determine the parameterstooFg

rovide an exact method.

z-domain transfer functions. Others use frequency-domain datgn section |11, the exact method is used to synthesize a nonconserva-

to determine the parameters of s-domain transfer functions. The,

ive robust controller to achieve an open-loop frequency response with

appropriate type must be chosen for a given problem. This is true ¥;onstant phase and then a nonrational transfer function with a frac-

system identification [2].

tional differentiation order.

For a problem such as the synthesis of a filter from its desired fre-

quency response, only a frequency-domain method can be chosen. In
automatic control, a filter must be synthesized when determining the ra-

Il. SYNTHESIS METHOD

tional transfer function of a controller where only the optimal frequency The synthesis of the transfer function of a filtErconsists in inter-
response is known. The use of a frequency-domain method can als@blating its known sampled frequency responsgy). It is achieved
useful for approximating the frequency response of a fully known coby the determination of the parameters of a rational transfer function
troller whose order needs to be reduced without reducing performamaedel F (), which approximates the ideal rational transfer function

of the control system.

The first published frequency-domain methods try to minimize a
weighted least-squares type cost functions to minimize the difference
between the magnitude or the complex value of a desired frequency re-

PO = (i+2) &y

sponse and that computed from a transfer function model. These cost
functions are generally nonlinear functions of the parameters to find,where the number of integratorsand the gain{, can easily be de-
their minimization process is very sensitive to the common problem tfrmined and where; and.; are corner frequencies which correspond

to real or complex zeros and poles (their opposite values).
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The initial method aims to fit, over a frequency range,[w.], the
known phase curverg F'(jw) of the filter to be synthesized, with the
phase of rational transfer functidnv (s) containing an equal number
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