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Student Solution Manual for
Essential Mathematical Methods for the Physical Sciences

This Stedenr Solurion Manual provides complete solutions to all the odd-numbered problems in
Essential Mathemartical Methadr for the Physical Sciences. 1t takes students through each problem
step by step. so they can clearly see how the solution is reached, and nnderstand any mistakes in
their own working. Smdents will learn by example how to select an appropriate method, improving
their problem-zolving skills.

K. F. RivLEy read mathematics at the University of Cambridge and proceeded to a Ph.D. there
in theoretical and experimental nuclear physics. He became @ Research Associate in elementary
particle physics at Brookhaven, and then, having taken up a lectureship at the Cavendish Laboratory,
Cambridge, continued this research at the Rutherford Laboratory and Stanford; in particular he was
involved in the experimental discovery of a number of the early baryonic resonances. As well
as having been Senior Totor at Clare College, where'he has tanght physics and mathematics for
over 40 years, he has served on many committees eoncerned with the teaching and examining of
these subjects at all levels of tertiary and @ndergraduate education. He is also one of the authors
of 200 Puzzling Physics Problems (Cambridze University Press, 2001).

M. P. Hosson read natoral scienizes at the University of Cambridge, specializing in theoretical
physics, and remained at the Cavendish Laboratory to complate a Ph.D. in the physics of star
formation. As a Research Fellowrat Trinity Hall, Cambridge, and subsequently an Advanced Fellow
of the Particle Physics and Astronomy Research Council, he developed an interest in cosmology, and
in particular in the study of fluctuations in the cosmic microwave background. He was involved in
the first detection of these fluctuations using a ground-based interferometer. Cwrrently a University
Reader at the Cavendish Laboratory, his research interests include both theoretical and observational
aspects of cosmology, and he is the principal author of General Relativity: An Introduction for
Physicists (Cambridge University Press, 2006). He is also a Director of Stadies in Matural Sciences
at Trinity Hall and enjoys an active role in the teaching of undergraduate physics and mathematics.
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Preface

Vil

For reasons that are explained in the preface to Essential Mathematicel Methods for the
Physical Sciences the text of the third edition of Mathematical Methody for Physics and
Engineering (MMPE) (Cambridge: Cambridge University Press, 2006) by Riley, Hobson
and Benee, after a number of additions and omissions, has been republished as two slightly
overlapping texis. Evsential Mathematical Methods for the Physical Sciences (EMMPS)
contains most of the more advanced material, and specifically develops mathematical
methody that can be applied thronghout the physical sciences; an augmented version of
the more introductory material, principally concerned with mathematical tools rather than
methods, is available as Foundation Mathematics for the Blivsical Sciences. The full text
of MMPE, including all of the more specialized and atvanced topics, is stll available
under its original title,

Asin the third edition of MMPE, the penultimate subsection of each chapter of EMMPS
consists of a significant number of problems, nearlyall of which are based on topics drawn
from several sections of that chapter. Also as¥'the third edition, hints and outline answers
are given in the final subsection, but pnly™te the odd-numbered problems, leaving all
even-numbered problems free to be gelasunaided homework:.

Thiy book 18 the solutions manwal Tor the problems in EMMPS. For the 230 plus odd-
numbered problems it containg, complete solutions are available, to both students and
their teachers, in the form af\thi€ manual; these are in addition to the hints and outline
answers given in the main, text. For each problem, the original guestion is reproduced
and then followed byva flly worked solution. For those original problems that make
internal reference to the main text or to other (even-numbered) problems not included in
this solations mannal, the questions have been reworded, usually by including additional
information, so that the guestions can stand alone. Some further minor rewording has been
included o improve the page layout.

In many cases the solution given is even fuller than one that might be expected of
a good student who has understood the material. This is becanse we have aimed to
make the solutions instructional as well as utilitarian. To this end, we have included
comments that are intended to show how the plan for the solution is formulated and have
provided the justifications for particular intermediate sieps (something not always done,
even by the best of students). We have also tried to write each individual substituted
formula in the form that best indicates how it was obtained, before simplifying it at the
next or a subsequent stage. Where several lines of algebraic manipulation or caleulus
arc needed to obtain a final result, they are normally included in full; this should enable
the siudent to determine whether an incorrect answer is due to a misunderstanding of
principles or to a technical error.
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1 Matrices and vector spaces

1.1 Which of the following statements about linear veclor spaces are troe? Where 2 statement is false,
give a counter-example to demonstrate this.

() Won-singular & = N mairices form a vector space of dimension N

(b} Singular N = N matrices form a vector space of dimension N2

() Complex numbers form a vector space of dimension 2.

{d) Polvnomial functions of x form an infinite-dimensional vector space.

(e} Series [ag. wy, ia, ..., ay |} for which E:'-n- |.:.|,,|i = | form an N-dimensional vector space.
() Absolutely convergent series form an infinite-dimensional vesioe space.

() Convergent series with terms of alternating sign form an infinite-dimensional veetor space.

We first remind ourselves that for a set of entifiesto form a vector space, they must
pass five tests: (1) closure under commutativé and associative addition; (i) closure under
multiplication by a scalar; (iii) the existence.ofa null vector in the set; (iv) multiplication
by onity leaves any vector unchanged: (%) each vector has a corresponding negative vector.

ia) False. The matrix @y, the & %/Nonull matrix, required by (iii) is net non-singular
and is therefore not in the set.

(b} Consider the sum of ({I} g) and (g T) . The sum 1% the unit matrix which is not

singular and so the set isnot closed; this violates requirement {i). The statement is false.

ic) The space is closed under addition and multiplication by a scalar; multiplication
by unity leaves a complex number unchanged; there is a null vector (= 0+ i0) and a
negative complex number for each vector. All the necessary conditions are satisfied and
the statement is true.

(d) As in the previous case, all the conditions are satisfied and the statement is true.

(e) This statement is false. To see why, consider b, = a,, + a,, for which E:_u [P |1 =
4 £ 1, i.e. the set is not closed (vielating (1)), or note that there is no zero vector with unit
norm (violating (iii)).

(f) True. Note that an absolutely convergent series remains absolutely convergent when
the signs of all of its terms are reversed.

(£) False. Congider the two series defined by

‘7““:2{_15]“ forn=1; b, = —[—15}“ forn = 0.

1

b=

ap =

The series that is the sum of {a,} and {#,} does not have alternating signs and so closure
(required by (1)) does not hold
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Matrices and vector spaces

By considering the matrices

I 0 00
‘E"=(n [1)’ B=(3 4)-'

showr that AB = 0 does ret imply that either A or B is the zero matrix but that it does imply that ag
least one of them is singular.

1 Oy /0 o0
k= (ﬂ ﬂ) (_’: 4) - (ﬂ {}) ;
Thuos AB is the zero matrix ) without either A=0o0r B =1l

However, AB =0 = |A||B| = || = and therefore either [A| =0 or [B] =10 {or
both).

We have

Using the properties of determinants, solve with a minimum of calculition the following equations
for x!

;: : ; ” |I—|-1 T4pd =3
{a) b . = [, (h) [z 3 x 45 =0
z i : ]‘ |_x—2 -1 ;4-1|

i) In view of the similarities between some rows and some columns, the property most
likely to be useful here is that if a determinant has two rows/columns equal (or multiples
of each other) then its value is zero.

(i) We note that setting x —'a makes the first and fourth columns moltiples of each
other and hence makes the yvahue of the determinant ; thus x = a 15 one solution to the
equation.

(i} Setting x = b makes the second and third rows equal, and again the determinant
vanishes; thus b is another root of the equation.

(iii) Setting x = ¢ makes the third and fourth rows equal, and yet again the determinant
vanishes; thus ¢ is also a root of the equation.

Since the determinant contains no x in its final column, it is a cubic polynomial in x
and there will be exactly three roots to the equation. We have already found all three!

(b} Here, the presence of x multiplied by unity in every entry means that subtracting
rows/columns will lead to a simplification. After (i) subtracting the first column from each
of the others, and then (ii) subtracting the first row from each of the others, the determinant
becomes

x+2 2 -5 x4 B =5

bty oo S Bl R -5 7

xr—2 1 3 -4 -1 8
=(x+20—40+T)+2(—28 — 8) — 5(—1 - 200
=—=33x+ 2724105
= —33x — 35.
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Matrices and vector spaces

Thus x = —1 is the only solotion to the original (linear!} equation.

Prove the following results involving Hermitian matrices.

(@) If A is Hermitian and U is unitary then U 'AU is Hermitian.

(b} If A iz anti-Hermitian then {4 is Hermitian,

() The product of two Hesmitian matrices & and B is Hermitian if and oaly if A and B comimute.
(d) If 5 is & real antisymmetric matrix then A = (| = 531 + 5)~' is orthogonal. If A is given by

cosd simi
A= (—~ sind mﬂﬂ)
then find the matrix S that is needed to express A in the above form.
(e} If K is skew-Hermitian, ie. K = —K, then W = (1 + K} — k)~ ! is unitary.
The general properties of matrices that we will need are [Af 7= (A_']f and
(AB...O)" =C"...B"A"T, (AB...Q)' =C'...BTA".
(a) Given that A = A" and U'U = |, consider
Wwan =uvafiw ™ = uAauh = oA T = uTTAL,

i.e. UT'AU is Hermitian,
(b) Given Al = —A, consider

(A = ~pal= —f(—A) = iA,
L.e. tA 15 Hermitian.
(c) Given A = A" and B = B,
(i) Suppose AB = By then
(AB) = BTAT = BA = AB,

i.e. AB iz Hermitian.
{ii) Now suppose that (AB)T = AB. Then

BA =BfAf = (AB) = AB,

i.e. & and B commute.
Thus, AB 13 Hermitian —— A and B commute.
{d) Given that 5 is real and 57 = —5§ with A = {1 — 5)(1+ 5", consider

ATA =10 =S+ 5T - S +57"1
= [+ 5170+ 51— 91 + 57"
=(-S"+5-5=-581+5"
=(1—S)"{(1—S)1+S)1 + 5"
=ll=I,

i.e. A is orthogonal.
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TFA=(—S)1+5 ", then A+ AS =1—Sand (A +1)5 =1 — A, giving

S=(A+N""(1-A)
_ {14cosd sinf 7' /1 —cosf@ —sind
T —zind I +cos# sing 1 —cosd
_ 1 l +cosf —sind | —cosd@  —sinf
T 24 2ensd sin @ 14 cosd sin# | —cosd
_ 1 0 —2sind
Jeost(e/2) \2sind 0

B 0 — tan(8/2)
= (t:m{ﬁ'fﬂ} 0 :

{e) This proof is almost identical to the first section of part (d) but with 5 replaced by
—K and transposed matrices replaced by Hermitian conjugate matrices.

1.9 The commutator [ X, Y | of two matrices is defined by the equatign
[X.Y]=XY-YX
Two anticommuting matrices A and B satisfy
A=) B'=y (YA B]=2C

{a) Prove that C* = | and that [B, C] = ZiA,
(b) Evaluate [[[A, B],[B, C11, [A,B1].

(a) From AB — BA = 2iC and AB = —BA it follows that AB = i C. Thus,

—C* = iCIC=ABAB = A(—AB)B = —(AA)BB) = —I1=—I

i.e. C* = |. In deriving the above result we have used the associativity of matrix multipli-
cation.
For the commutator of B and C,

[B,C]=BC—CB
— B(—iAB) — (—i)ABB
— —i(BA)B +iAl
= —i(—AB)B +iA
— A +iA = 2iA.

ib) To evaluate this multiple-commutator expression we must work outwards from the
innermost “explicit” commutators. There are three such commutators at the first stage.
We also need the result that [ C, A = 2iB; this can be proved in the same way as that

for [ B, C] in part (a), or by making the cyclic replacements A — B — C — A in the
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assumptions and their consequences, as proved in part (a). Then we have

[[[A,B1[B,C1].[A B1]=[[2iC,2iA],2iC]
= —4[[C. A1, 2iC]
= —4[ 2B, 2iC]
= (—4)(—4)[B, C] = 32iA.

1.11 A pgeneral triangle has angles «o, § and y and corresponding opposite sides o, b and ¢, Express
the length of each side in terms of the lengths of the other two sides and the relevant cosines,
writing the relationships in matrix and vector form, using the vectors having components a, b, o
and cos o, cos B, cos . Tinvert the matrix and hence deduce the cosine-law expreasions involving o,

A and .

By considering each side of the triangle as the sum of the projections onto it of the other
two sides, we have the three simultaneous equations:

a=hecosy 4+ coos f,
b =ccoso +acosy,

¢ = beosa 4 acos .

Written in matrix and vector form, Ax = y, they become

The matrix A is non-gsingwlar, since | A | = 2abe £ (), and therefore has an inverse given
by

—a® ah ac

Trmell W
And so, writing x = ATy, we have
COs o | —a* r:.le2 ae a
oy) 2 \e b o)\

From this we can read off the cosine-law equation

|
coso = 2&1}(‘{_&3 +ab* + ac?) =

P JU S
2he ;

and the comresponding expressions for cos # and cos p.
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1.13 Determine which of the matrices below are mutmally commuting, and, for those that are, demonstrate
that they have a complete sat of eigervectors in common:

6 =2 | B
‘ﬂ‘=(_2 9)' B=(ﬂ .-||)'
=4 =10 14 2
C=(_1n 5)-‘ D=(z ||)'
To establish the result we need to examine all pairs of products.

=5 )6 )

Continuing in this way, we find:

80 —10
AD = (—m i ) =DA.
L8930 —89 3%
s ( 38 —'|35) # ( 30 —13ﬁ) =
3090
BD = (gﬂ —ms] = DB.

—146 —128 —146 —130
e (—'13{} 35 ) ?é (—125«: 35 ) =12
These results show that whilst A, B and D are muotually commuting, none of them com-
mutes with C
We could use any of the three mutually commuting matrices to find the common set
tactually a pair, as they are 2 x 2 matrices) of eigenvectors. We arbitrarily choose A. The
eigenvalues of & satisfy

=1

H

6-% -3

2 B
AT — 152+ 50 =0,
(h — S)h — 10) = 0.
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For & = 5, an eigenvector (x ;u}T must satisfy x — 2y =0, whilst, for L = 10, 4x +
2y = (). Thus a pair of independent eigenvectors of A are (2 1)" and (I —2)". Direct
substitntion verifies that they are also eigenvectors of B and D with pairs of eigenvalues
5, —15 and 15, 10, respectively.

Solve the simultanecus equations
eIyt z=11,
r4+y+z=2~0,
S =y Mg = 34.

To eliminate 7, (i) subtract the second equation from the first and (ii) subtract () times the
second equation from the third.

x+2y=235,
—Sx —1ly=—-26.

To eliminate x add 5 times the first equation to the second
—y = —1.
Thus y = 1 and, by resubstitution, x = 3 and z= 2.

Show that the following equations havesplitions only if 7 = 1 or 2, and find them in these cases:

X Py tz=1, (i
g dytdr=nq, (i)
2+ 4y + 10z =1 {iii)

Expressing the equations in the form Ax = b, we first need to evaluate | 4] as a preliminary
tndetenniningA"_Hnwever, we findthat |&) = 120 - 16) 4+ W4 — 100+ 14 - 2) =10
This result implies both that & is singular and has no inverse, and that the equations must
be linearly dependent.

Either by ohservation or by solving for the combination coefficients, we see that for the
LHS this linear dependence is expressed by

2+ 1 =y — 3 = () =10
For a consistent solution, this munst also be true for the RHSs, i.e.
24t —3n=0.

This guadratic equation has solutions = | and 5 = 2, which are therefore the only
values of n for which the original equations have a solution. As the eguations are linearly
dependent, we may use any two to find these allowed solutions; for simplicity we use the
first two in each case.
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Forn=1,

x+y+r=1, x+2y+dz=1=2x"=(1+2 -3¢ o,
Forn =2,

x+y+zr=1 x4+2y+4z=2=2¥=02¢ 1-3&¢ o).

In both cases there is an infinity of solutions as ¢ may take any finite value.

Malke an LT7 decomposition of the matrix

3 6 9
A=|1 0 5
1 =2 16
and hence solve Ax = b, where (b= (21 9 28" jb=(21 7 23"

Using the notation

1 0 0 Uy U Ohs
,ﬁl = L 71 I {'J' n UE ['rlﬂ L]
Ly Lw | 0 0 (T

and considering rows and columns alternately in the usaal way for an LI7 decomposition,
we require the following to be satisfied.

lastrow: 1 =3, =6 ;=%

15t col: L1'|1i.-.lr'|'| = [, L3'| U” =3 = Lz] = ?:." L3.'| = .—%.

Indrow: Ly La + U =0, LUt lig=5=Unp=-2 Uyxy=2
2nd col: [_31L[|2 + L}z[lrzz = —2 = .[.3‘2 e g,

Ardrow: Lylfg+ Ll 4+ Uy =l6= Uy =4,

Thus
B0 0 3 6 9
L=f3 1| 0| and U=|0 -2 2
§3-| o o 4

To solve A% = bwith A = LU, we first determine y from Ly = b and then solve Ux =y
for x.
M ForAx =21 9 28, we first solve

L 0 0 ¥ 21
:1 I 0 V1 — Q
33 1/ \n 28

This can be done, almost by inspection, to givey = (21 2 8)".
We can now write Ux = y explicitly as

3 6 9 x 21
0 =2 2|1z ]|=0 2
0 0 47 \x; ]

to give, equally easily, that the solution to the original matrix equationisx = (—1 1 2)".
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(1) To solve Ax = (21 7 EZ}T we use exactly the same forms for L and U, but the
new values for the components of b, to obtain y = (21 0 &) leading to the solution
x=(-3 2 2T

se the Cholesky decomposition method o determine whether the following matrices are positive
definite, For each that is, determine the corresponding lower diagonal matrix L :

2 1 3 5 0 43
A=l1 3 =1, BE=|0 3 o0}.
3 =1 1 W30 3

The matrix A is real and so we seek a real lower-diagonal matrix L such that LL" = A In
order to avoid a lot of subscripts, we use lower-case letters as the non-zero elements of L:

2
=]1 3 -1
3 I\

Firstly, from A;;, a* = 2. Since an overall negative sign-multiplying the elements of L
is irrelevant, we may choose a = +./2. Next, ba(=Ajz = |, implying that b = 1/./2.
Similarly, 4 = 3/./2.

From the second row of & we have

bl+r:'1=3 = C=ﬁ._

- i
bdtece==1 "= ¢ =1|||."§{—J—§] = —f'%.

And, from the final romw,
e+ =1 = f= {J —;—;]Lﬂ = ./—h.

That § is imaginary shows that & is not a positive definite matrix.

The conresponding argument (keeping the same symbols but with different numerical
values) for the matrix B is as follows.

Firstly, from Ay, a* = 5. 8ince an overall negative sign multiplving the elements of L is
irrelevant, we may choosea = +J5. Next, ha = Byz = 0, implying that b = 0. Similarly,
d = ./3/./5.

From the second row of B we have

P+et=3 = E‘=-.-"'3,
bd+ece=0 = c:.,v."ll;{ﬂ—ﬂ]:ﬂ_

And, from the final row,

Pré+i=3 = F=p-i-0"= /%
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Thus all the elements of L have been calcnlated and found to be real and, in summary,

J5S 00
i—[o0o 3 o
3 12
'|,|."|I 5 0 1#”;

That LL" = B can be confirmed by substitution.

Find three real orthogonal column matrices, each of which is a simultaneous eigenvector aof

o o 1 o1 1
A={0 1 0 and B=[1 0 1}.
1 0 0 1 1 0
We first note that

1
AB = 1] = BA.
1

——

1

1

0

The two matrices commute and so they will have a common set of eigenvectors.
The eigenvalues of A are given by

—A 0 1
0 1-4 0[==nr*-1=0,
| 0 —h
ie.d=1,4=1and i = —I1, with corfesponding eigenvectors &' = (1 w 1), e’ =

o I'}T and e = (1 0% l}T_ For these to be mutnally orthogonal requires that
_}'1 }'1 = —2.

The third vector, &, isclesdrly an eigenvector of B with eigenvalue i3 = —1. Fore' or
el to he an eigenvector of B with eigenvalue p requires
00— 1 l 1 0
1 00— I ¥yI=101];
1 1 O—pn 1 0
1.e. —+ry+1=0
and | —py+1=0,
2
giving —+y4+1=0,
¥
= y+y-2=0,
= y=1 o -2

Thus, ¥ = 1 with gy = 2, whilst yp = —2 with 3 = —1.
The common eigenvectors are thus

el=(1 1 1", e’=({1 -2 ', e=0 0 -1

We note, as acheck, that ¥, pt; =2+ (1) +{-1}=0=TrB.
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1.25 Given that A is a real symmetric matrix with normalized eigenvectors e, obtain the coefficients o
involved when column matrix x, which is the solution of

BN — X =, ()

is expanded as x = ¥, o2’ Here j i2 a given constant and v is a given column mateix.
{a} Solve () when

210
A=[1 2 0],
00 3
p=2andv=(1 2 3T

(b} Would (#) have asolofion i () e = landv =(1 2 3T {jv=(2 2 37?7 Where it does,
fimd ic

Letx =3 . o€, where Ae’ = j;e’. Then
AX — ux =V,
Zﬁwie" L E;m,-e" =,
E {J.r'ﬂ!'r'EE ot If.I.I:!'r'Ei} =\,

_ (el)fv

o= - ¥
Aj— M

To obtain the last line we have used the/mutual orthogonality of the eigenvectors. We note,
in passing, that if ¢ = A; for any jrthere is no solution unless (&' )fv = 0.
i2) To obtain the eigenvalues of the given matrix A, consider
D=]A—-Ap=B-E -4 +22— 1) =3 -3 — )1 —A).

The eigenvalues, and a possible set of corresponding normalized eigenvectors, are there-

fore,
for =3 e'=@ 0 1"
for A=3 =211 1 o
for A=1, e*=27"(1 -1 or.

Since A =3 is a degenerate eigenvalue, there are infinitely many acceptable pairs of
orthogonal eigenvectors corresponding to it; any pair of vectors of the form {(a;, a;, ;)
with 2apaz + bybs = 0 will soffice. The pair given is just about the simplest choice
possible.

Withp =2andv=1(1 2 37,

3 32 U2

1

==y BT oA
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Thus the solution vector 15

] 1 ; 1 2
31 1 1
x=310]+ 1]+ -11=11
1 '\-"Ilz '1-"{2 []) "f"lrz JI ] ) 3
() If o =1 then it is egual to the third eigenvalue and a solution is only possible if
ety = 0.
Formv=1(1 2 3]T, (eMty = —1/.,/2 and 50 no solution is possible.
For (i) v=(2 2 37, (e")'wv =0, and 50 a solotion is possible. The other scalar

products needed are (e')w = 3 and (e?)fv = 2,/2. For this vector v the solution to the
equation is

3-1./2

0 1 1
3 2 1
Xm— ]| +=———= 1] = (?
l 0 5
[The solutions to both parts can be checked by resubstitution. ]

By finding the eigenvectors of the Hermitian matrix

10 /3
25 (—33 z)=

construct o unitary matrix U such thar UTHU = A) where A is areal diagonal marrix.

We start by finding the eigenvalues of'H using

=0,

n—-a 3
=3 2-2a

M- 1204+ 211 —-3=0,
A=1 or 11

Az expected for an Hermitian matrix, the eigenvalues are real,
For & = 1 and normalized eigenvector (x  y)7,

e +3y=0 = =000 30"

For . = 11 and normalized eigenvector (x  ¥)7

—x+3iy=0 = ¥=(00""23G n’.

Again as expected, (%' )7x? = 0, thus verifying the mutual orthogonality of the eigenvec-
tors. Tt should be noted that the normalization factor is determined by ix“ix' = 1 (and ror
by (x)Tx" = 1).
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We now wse these normalized eigenvectors of H as the colwmns of the matrix U and
check that it is unitary:

=l ). vl )

L/ 3y /1 =3 1 /10 0
Foos: RS Rt =<
T (3:‘ [)(—31‘ | )_ m(n |n)—"
U has the further property that
L /1 =3\/10 3\ 1 (1 3
1 — o EL i
UHU—m(—af |)(—3i z) m(Ei 1)
R B R A T
Tw\-3 1 J\3 N
1 {10 0 I 0
_m(n |'m)—({1 'JI)_ﬁ'

That the diagonal entries of A are the eigenvalues of H 1s in dgeord with the general theory
of normal matrices.

gL -1 0
A==IN 2 =1
iy =1 2

has two eigenvectors of the form (1 Sy 1 }", use the stationary property of the expression J(x) =
¥ Ao/ (k" x) to obitain the corresponding eigenvalues. Deduce the third eigenvalue.

1.29 Given that the matrix

Since A is real and symimetric, each eigenvalue 4 is real. Further, from the first component
of Ax = Jx, we havethat2 — y = A, showing that v is also real. Considered as a function
of a general vector of the form (1 ¥ 107, the quadratic form xTAX can be written
explicitly as

2 -1 0 1
Ax=(1yl)|—-1 2 —I ¥
o -1 2 1
-y
=(lyl)|2y-2
2-%
=2y —dy +4.

The scalar product x" X has the value 2 + ¥*, and so we need to find the stationary values
of

e 29t —dy+ 4
T 242
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These are given by
_dl 2470y -4 - (27 — 4y + 42y
= d_].-' = (2 +}_~Ijl
0=4dy*—8,
¥ ==4,/2
The corresponding eigenvalues are the values of I at the stationary points:
X —4./2+4
fi o= i = =2 —
o y=yZ  h s 2
2(2+4./2+4
Y S :'J;_:; s Y )

The final eigenvalue can be found using the fact that the sum of the eigenvalues is equal
to the trace of the matrix; so

M= @+24+D— (2 - YD -2+ =12

The equation of a particular conic section is
@ = 8l 4 82 — G0,

Determine the tvpe of conic section this represents, dhe orientation of its principal axes, and relevant
lengths in the directions of these axes.

The eigenvalues of the matrix _E ) associated with the quadratic form on the LHS

ERN
{without any prior scaling) are_given by
E—a =3
E]=| = R—}_'
=22 — 161 +55
= (& —5)0A— 110

Referred to the corresponding eigenvectors as axes, the conic section (an ellipse since
both eigenvalues are positive) will take the form

Vi Ve _

22 10

Thus the semi-axes are of lengths +/22 and \-'"m ; the former 1s in the direction of the vector
(xy a7 given by (8 — 5)x; — 3x; =00, ie. it is the line x; = x;. The other principal
axis will be the line at right angles to this, namely the line x; = —x;.

52+ 11y = 110 or, in standard form,

Find the direction of the axis of symmerry of the quadratic sarface
Txt 4+ Tyt 4 722 = 209z — 20xz + 0y = 3.

The straightforward, but longer, solution to this problem is as follows.
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Consider the characteristic polynomial of the matrix associated with the guadratic
surface, namely,

[P 10 -0
f=| 10 7-2 -10
f-1g  Z9p Ty

= (T =) =51 — 14 + 23 + 10030 + 10x) — 10(=30 — 104)
= —2 4+ 2122 4+ 1530 4 243,

If the goadratic surface has an axis of symmetry, it must have two egual major axes
(perpendicular to it), and hence the characteristic equation must have a repeated root. This
same root will therefore also be a root of df /di = 0, i.e. of

—331 442, +153 =0,
2= 14i —51 =0,
A=17 or -3

Substitution shows that —3 1s a root {and therefore a double root) of F{L) = 0, but that
17 is not. The nom-repeated root can be calculated as the frace of the matrix minos the
repeated roots, Le. 21 — {—3) — (—3) = 27. Tt is the eigenvector that corresponds to this
eigenvalue that gives the direction (x v )7 of the axis of symmetry. Its components
must satisfy

(7 — 2T N0y — 10z = 0,
10x 447 =27y — 10z = 0.

The axis of symmetry is thereforevin'the direction (1 1 —1)"

A more subtle solution is obtained by noting that setting & = —3 makes all three of the
rows {or columns) of the détemminant multiples of each other, i.e. it reduces the determinant
to rank one. Thus —3 is\@ repeated root of the characteristic equation and the third root is
21 — 2(—3) = 27, The-west of the analysis is as above.

We note in passing that, as two eigenvalues are negative and equal, the surface is the
hyperboloid of revolution obtained by rotating a (two-branched) hyperbola about its axis
of symmetry. Referred to this axis and two others forming a muatually orthogonal set, the
equation of the quadratic surface takes the form —3x2 — 352 4+ 27t = 3 and so the tips

of the two “nose cones” (y = 5 = ) are separated by % of a unit.

This problem demonstrates the reverse of the nsual procedure of diaponalizing a matrix.

{a) Rearrange the result A = 5" AS (which shows how to make a change of basis that diagonalizes
A) 50 as o express the original matrix A in terms of the unitary matrix 5 and the diagonal matrix
A Hence show how 1o constroct 2 matrix A that has given eigenvalues and given (orthogonal)
column matrices as ils eigenvectors.

(b) Find the matrix that has as eigenvectors (1 2 0701 =1 1 and {1 0 —=13" and
corresponding eigenvalues A, o and v,

() Try a particular case, say A =3, p = =2 and v = |, and verify by explicit solution that the
matriz 5o found does have these eigenvalioes.
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(a) Since 5 is unitary, we can multiply the given result on the left by 5 and on the right by
5 to obtain

SA'ST = S5 ASS = (A = A
More explicitly, in terms of the elgenvalues and normalized eigenvectors ¥ of A,
A= & ... xMax ¥ ... b

Here A is the diagonal matrix that has the eigenvaloes of A as its diagonal elements.
Now, given normalized orthogonal column matrices and r specified values, we can use
this result to construct 8 matrix that has the column matrices as eigenvectors and the values
as eigenvalues.
(b} The normalized versions of the given column vectors are

1 T T | T
—1 2 N, —={1 -1 17", —{1 0 -1y,
J6'! NE 7
and the orthogonal matrix 5 can be constructed using these asAts columns:
1 1 2N\ON%
S= 2 — N0
Vo1 \§27-.
The required matrix A can now be formed as SASE
i 1 2 A3 Ao00 I 2 1
A= TN\ 0 op 0|42 2 2
SV o —aflo oo WS\ 0 -3
| 1 2 3 A 25 i
== 2 =2 0 V2w =2 2p

1 2 -3 e 0 —/ 3

I(}_+2;L+31J 2a—2n A42u—3w

2A—2u 4+ 2 2a—2u

¢ A2 —3v 2A—-2p A42p+ 3w
{c) Setting A = 3, p = —2 and v = 1. as a particular case. gives A as
2 10 —4
A= 0 8 10
-4 10 2

We complete the problem by solving for the eigenvalues of A in the usual way. To aveid
working with fractions, and any confusion with the value A = 3 used when constructing
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A, we will find the eigenvalues of 64 and denote them by 7.

0=|6A—ngl|
2—y 10 —4
=| 10 8-y 10
—4 0 2—y
= (2 — nin® — 10 — 84) + 100105 — 60) — 4(132 — 4n)
=—n* + 12n* + 1805 — 1296
= —(n — 6)(n" — 6y — 216)
= —(n — 6}y + 12)(n — 18).

Thus 6A has eigenvalues 6, —12 and 18; the values for A iself are 1, —2 and 3, as
expected.

A more general Tform of expression for the determinant of a 3 % Janatrix A than (1.45) s given by

|| €tun = At Amp Anzeijs ! (1.1

The former could, as stated earlier in this chapter, havebean written as

|A] = ey A Aya g

The more general form removes the explicitaention of 1,2, 3 at the expense of an additional
Levi—Civita symbol; the form of (1.1 can be réadily extended to cover a peneral N » N marix.

Use this more general form to prove praperties (1), (iid), (v), (i) and (vii) of determanants atated in
Subsection 1.9.1. Property (iv) is ob¥ioos by inspection. For definiteness take N = 3, bat corvince
yoursell that ¥our methods of proof would be valid for any positive integer &

A full account of the angwer to this problem is given in the Hints and answers section at
the end of the chapter;almost as if it were part of the main text. The reader is referred
there for the details.

Thiee coupled pendulums swing perpendicularly to the horizontal line containing their points of
suspension, and the following equations of motion are satisfied:

=i = cmx + din =11,

=MIy = cMxy + dixs = x1) + g = 33,

—imXy = cHixy + d{xy — x3),
where i, x; and xy are measured from the equilibrinm points: m, M and m are the masses of the

pendulom bobs; and ¢ and 4 are positive constants. Find the normal frequencies of the sysiem and
sketch the corresponding patterns of oscillation. What happens as o == O ord = oo?

In a normal mode all three coordinates x; oscillate with the same frequency and with fixed
relative phases. When this is represented by solutions of the form x; = X; cos wr, where
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the X; are fixed constants, the equations become, in matrix and vector form,

cm + d — mw? —d 1) x
—d cM + 2d — Mo —d X, | =0
0 —d cm + d — mm® X,
For there to be a non-trivial solution to these simultaneous homogeneons equations, we
need
(e —alim 4+ d —d 0
= —d (e — M + 24 —d
1] —d {r — w2im 4+ d
l{e — eoyem + d 0 —(c—wlim —d
= i —d (c — e IM + 2d —d
{ 0 —d (e — wlim +d

= [{c — &bym + d] {[{c — @M + 2d] [(c — i + d] — d* — d%)
= (em — mar* + d)(c — " [Mm(e — o)+ 2dm AdM].
Thus, the normal {angular) frequencies are given by
5 d 24 4

w=¢, o =c+— and, s+ — +—.
H i

M

If the solution colomn matrix is X = (X} X{ X437, then
{i) for @? = ¢, the components of X must satisfy

dX; —dX: &0,
—dX, 424X, —d% =0, = X'=(1 1 1"

d
(i) for ot =+ — . we have
]

—dX, =10,

dM
_dx,+(—j+’zd)xz—dx3=n, = X'=(01 0 -

2d d
(i) form® =c+ — + —. the components must satisfy

7
24 d
[(————)m+d}x1—dxz=n,
M m
2d d 5 2\
—dX Eotanes, S d|Xi=0 Well == 1,
ot (5w e m=n = B2fs <5 1)

The comesponding patterns are shown in Figure 1.1,

If d — 0. the three oscillations decouple and each pendulum swings independently
with angular frequency ./r.

If d — oo, the three pendulums become rigidly coupled. The second and third modes
have (theoretically) infinite frequency and therefore zero amplitude. The only sustainable
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1 2 3
I M ]
e (@) w'=p+ E
— i
\ & O,
‘ (B al=c
| | |
bk ; :" i kM
f : 2 d
) at= ot o+
e (c) ety t=

Figure 1.1 The normal modes, as viewed from aboye, of the coupled pendulums in
Problem [.39.

mixde is the one shown as case (b) inthe figure; one in which all the pendulums swing as
a single entity with angular frequency J/c.

Find the normal frequencies afasvstem consiating of tiree particles of massesmy = m, ma = um,
my = m connected in thatorder in a straight line by two equal light springs of force constant k.
Describe the correspondiitgumodes of oscillation.

Now consider the particular case in which = 2.

(@) Show that the eigenvectors derived above have the expected orthoponality properties with
respect o both the Kinetic energy matrix A and the potential energy matrix B.

(b} For the sitnation in which the masses are released from reat with initial displacements (relative
to their equilibriom pogitions) of ©) = 2, 0 = —e and &3 = 0, determine their subsequent
motions and maximim displacements.

Let the coordinates of the particles, xq, X3, X3, be measured from their equilibrium positions,
at which the springs are neither extended nor compressed.
The kinetic energy of the system is simply

T=1m(&+piy +1i3),
whilst the potential energy stored in the springs takes the form

V =tk [(xa — x)* + (xy — x20].
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The kinetic- and potential-energy symmetric matrices are thus

e 1 0 0 k I -1 0
0 0 1 0 -1 1

To find the normal frequencies we have tosolve |B — w?A| = 0. Thus, writing me?® / k= A,
we have
1—A -1 0
0=|—-1 2—pi -1
0 —1 1—x
=(1—a)2—ph =22+ pd — D+ (=1+2)
={1—=2)A{—p —24 pa),

which leadsto A =0, lor 1 42/
The normalized eigenvectors commesponding to the first two eigenvalues can be found
by inspection and are

The components of the third eigenvector must safisfy
2 2
—— =3 =M vand xr;—— =10
L jL

The normalized third eigenvector is therefore

T
QO M ([ 2 t) )
V2 +Eud) 2
The physical motions associated with these normal modes are as follows.

The first, with & = m = () and all the x; equal. merely describes bodily translation of
the whole system, with no (i.e. zero-frequency) intemnal oscillations.

In the second solution, the central particle remains stationary, ¥, = (), whilst the other
two oscillate with equal amplitudes in antiphase with each other. This motion has frequency
w = (k/m)"?, the same as that for the escillations of a single mass m suspended from a
single spring of force constant k.

The final and most complicated of the three normal modes has angular frequency
= {[(p + 2/ 10k /)32, and involves a motion of the central particle which is in
antiphase with that of the two outer ones and which has an amplitude 2/ g0 times as great.
In this motion the two springs are compressed and extended in tum. We also note that in
the secomd and third normal modes the center of mass of the system remains stationary.

Now setting pr = 2, we have as the three normal (angular) frequencies 0, £2 and JQQ._
where 2° = k/m. The corresponding (unnormalized) eigenvectors are

xX'=(@ 1 17, x*=( 0 -7, ¥=(1 -1 7.
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{a) The matrices A and B have the forms

1 00
A=|0 2 0], B=]-1 2 -1

oo 1
To verify the standard orthogonality relations we need to show that the quadratic forms
{x5" Ax” and (') B! have zero value for i = j.Direct evaluation of all the separate cases
i5 as follows:

YA =14+0—1=0,
e =1-2+1=0,
oA =1+0—-1=0,
B = o0 - =1+0—-1=0,

B =002 —4 ' =2—-442=0,
e =2 —4 '=240-2=0.

Tf ()T A has zero value then so does ()T A0 (and similarly for B). So there is no need
to investigate the other six possibilities and the verification is complete.

() In order to determine the behavior of the systemywe need to know which modes are
present in the initial configuration. Each conbibutery mode will subsequently oscillate
with its own frequency. In order to carry out thig'initial decomposition we write

2 — O'=a(l 1 N+ 0 —D"+ec(l -1 1),

from which it 1s clear that a = (Wb = ¢ and ¢ = €. As each mode vibrates with 1ts own
frequency, the subsequent displacements are given by

X = efvos 5 + cos /200,
X3 = —e cos /2808,
X3 = e(—cos 2t + cos /281

Since £ and +/2€ are not rationally related, at some times the two modes will, for all
practical purposes (but not mathematically), be in phase and, at other times, be out of phase.
Thus the maximum displacements will be x; (max) = 2, xz(max) = € and x3(max) = 2¢.

It is shown in physics and engineering textbooks that circuits containing capacitors and inductors
can be analyzed by replacing a capacitor of capacitance O by a “complex impedance™ 1 /(fwC) and
an indoctor of inductance L by an impedance {m, where m is the angular frequency of the currents
flowing and i* = —1,

Use this approach and Kirchhoff’s circwit Taws to analyze the circoit shown in Figure .2 and
obtain three linear equations poverning the corrents [y, T and 73, Show that the only possible
frequencies of self-sustaining currents satisfy either (a) wf LC =1 or (B) 3w L = 1. Find the
corresponding current patterns and, in each case, by identifying parts of the circmt in which no
current flows, draw an equivalent circuit that containg only one capacitor and one inductor.
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IJ

: H
i C 1 P

Figure 1.2 The circuit and notation for Problem 1.43.

& I; i

We apply Kirchhoff’s laws to the three closed loops POQUTP, SUTS and TURT and
nbtain, respectively,

I

——h +iwlly — L) +iel{l — L) 20,

il

1
=0

‘:rc 1 2

G 1

fwml{l, — A s=5L=0

il

faL{li—h)+
i@

For these simultanzous homogeneous linearequatioms to be consistent, 1t is necessary that
l
—— + Xwml —iml —iml
fwmC A—2 1 l

I
0= —ieL —L_.+IG.JL ] = 1 A—1 0 i
o I s

1
—imL 0 —— 4 iwmL
fel”

where, after dividing all entries by —iwL, we have written the combination [LC@I:I_I as
A to save space. Expanding the determinant gives
0= —-2)\— IF—(h—1—(a—=1)
=G —1}A =3 +2-2)
= A — 1Mh — 3.

Only the non-zero roots are of practical physical interest, and these are A = l and & = 3.
{a) The first of these eigenvalues has an eigenvector I'= h I F_:,jT that satisfies

-h+hL+hL=0
LH=0 = I'=@ 1 -1".
Thus there is no current in P () and the capacitor in that link can be ignored. Equal currents
circulate, in opposite directions, in the other two loops and, although the link TL carries

both, there is no transfer between the two loops. Each loop is therefore equivalent to a
capacitor of capacitance C in parallel with an inductor of indoctance L.
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i(b) The second eigenvalue has an eigenvector 1*= L I I;]T that satisfies

I‘I+I1+.r3=n,
LH+2L=0 = 1P=(-2 1 D"

In this mode there is no current in 7L and the circuit s eguivalent to an inductor of
inductance L -+ L in parallel with a capacitor of capacitance 3C /2, this latter capacitance
ix made up of C in parallel with the capacitance equivalent to two capacitors C in series,
i.e. in parallel with IIC. Thus, the eguivalent single components are an inductance of 2L
and a capacitance of 3C /2.

A double pendulum consists of two identical oniform rods, each of length £ and mass M, smoothly
joitited together and suspended by attaching the free end of one fod to a fixed point. The syatem
makes small oscillations in a vertical plane, with the angles made with the vertical by the upper
and lower rods denoted by § and &y, respectively. The expressions for the Kinetic energy T and the
potential energy 1 of the system are (to second order in the &)

T = MP (50§ + 26,6 + 303)
V& Mgl (307 + 363).

Determine the normal frequencies of the syatem and find new variables £ and » that will reduoce
these two expressions to diagonal form, ie. o

m£2+ﬂ2ﬂ'2 anel 'blfﬂ_‘_bjni_

To find the new variables we will usethe following result. If the reader is not familiar with
it, a standard textbook should bé comsalted.

If @1 = u"Au and @: = u"Buare fwo real symmetric quadratic forms and u" are those column
matrices that satisfy

Bu" = %, Au",

then the matrix P whose columns are the vectors u® is such that the change of variables u = Pv
reduces both quadratic forms simultaneously to sums of squares, ie. @) = vICvand O = v' Dv,
with baoth C and D diagonal.

Further points (o nole are:

(i) that for the u’ as determined above, (U™ " AU" =0 if m % n and similarly if A is replaced
by B;

{ii) that P is not in general an orthogonal matrix, even if the vectors u" are normalized.

({ii} In the special cose that A is the identity mateix @ the above procedure is the same as
diagonalizing B; P iv an orthogonal matrix if normalized vectors are used; mumal orthogonality of
the eigenvectors @mkes on its wsual form.

This problem is a physical example to which the above mathematical result can be applied,
the two real symmetric (actually positive-definite) matrices being the kinetic and potential

EMETEY matrices.
= 1 : 0 3
A=(3 ,]. B=(?2 with 3 = i
L. 2 0 g

tall b
b=
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We find the normal frequencies by solving

= |B — 14|
3_By g
_ |z 3). ~
B <o p R
}\. 3 i"

BN e 145 e
=3 a-l-g — A

= 0=28:."—84a +27.

Thus, » =2.634 or L =0.3661, and the normal frequencies are (2.634g/11"* and
(0.3661g/)'".

The corresponding column vectors U have components that satisfy the following.
(i) For & = 0.3661,

(2—503661)% —036616, =0 = u' =(1 14317,
(ii) For A = 2.634,
(2—$2634)0, — 26340 =0 = u'=(1—2.097)".

We can now construct P as

| 1
= (|_431 —z.n'??)

and define new variables (£, #) by (8, &))" =P(& n)7. When the substitutions &, =
E4+pand & = 1 431£-2.00Ty = of — Sy e miade into the expressions for T and V,
they both take on diagonal forms. This can be'checked by computing the coefficients of
£1 in the two expressions. They are as follows.

16 4
ForV: 3—af =10, and for T §+2Ea—ﬂ)—§aﬂ =0.

As an example, the full expréssion for the potential energy becomes V = Mgd (2524 £2 +
3.609 nT).

Thres particles each of mass m are attached to a light horizontal string having fixed ends, the siring
being thos divided intoe four equal portions, each of length @ and onder a tension T Show that for
small transverse vibrations the amplitades x! of the normal modes satisfy Bx = (maw?/ T)x, where

B is the matrix
2 =] (1
-1 2 -11.
0 =1 2

Eatimate the lowest and highest elgentmﬂugnm&: nsing trial vectors (3 4 Hland(3 -4 3.
Use also the exact vectors (1 V2 ) and (I — A2 ]) and compare the resalts.

For the ith mass, with displacement v;, the force it experiences as a resalt of the tension
in the string connecting it to the (i 4+ 1)th mass is the resolved component of that tension

perpendicular to the equilibrium line, ie. f = L Y 8 T. Similarly the force due to the
a
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tension in the string connecting it to the (i — 1)th mass is f = Y1 T X1 Because the
a
ends of the string are fixed the notional zeroth and fourth masses have yp = w =0
The equations of motion are, therefore,

T
E[{ﬂ—xﬂsz—x.J],

.Pf‘!.:f]

" T
My = E[f-’ﬁ — x32) + (x3 — 2],
T
miy = E[fl’z — x3) + (0 — x3]].

If the displacements are written as x; = X; coset and X = (X; X, X417, then these
equations become

HI:'.'ICLI‘I

- Xy =—-2X X3,
T 1 1+ Xz

maom?
- T XIZX]—ZXI-FX},

mao®

T, A, )

X

This set of equations can be written as Bx = ¥, with
&/ —1 0
BE=(~1 2 -l
0o -1 2

T

X BX
The Rayleigh-Ritz method shows that any estimate 2 of o
X

always lies between the

lowest and highest possible valoes of mae® [ T.
Using the suggested rrial vectors gives the following estimates for A.

{HForx=(3 4 3

A=[(3. 4 3BE 4 334
=[(3, 4. 32 2 2)7)/34
= 20/34 = 0.588.
(i)Forx=(3 —4 3T

A=1[(3, —4, 3B —4 3734
=[(3, =4, (10 —14 10)71/34
= 116/34 = 3.412,

Using, instead, the exact vectors vields the exact values of A as follows.
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(i) For the eigenvector comresponding to the lowest eigenvaloe, ¥ = (1, JQ 1T,

A=i1, 2, DB, 2, 1)T] 14
=[01, 2, 2 —./2,2,/2-2 2 /)] 14
=12— /2 =0.586.
(i) For the eigenvector corresponding to the highest eigenvalue, x = (1, —/2, 17,
A =](1, =2, DB, — /2, 1)*] /4
= [(1, =2, D2+ /2, —2/2 -2, 2+ /2] /4
=2+./2=3414,

As can be seen, the (crude) trial vectors give excellent approximations to the lowest and
highest eigenfrequencies.
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2.3

Evaluate the integral
f[n[:ﬁ- a+b-4)+a(h-a) — 204 -a)b — bla* | o
in which & and b are the derivatives of the real vectors a and b with respect o i,
In order to evaluate this integral, we need to group the terms in the integrand so that each

is a part of the total derivative of a product of factors. Clearly,the first three tenms are the
derivative of alh - a), 1.e.

d . : .
Efa{h-nﬂ =dlb-a) + alh - a) +ab - a).
Remembering that the scalar product is gommiitative, and that ja|® = a - a, we also have

:;I[h{waj'l =E{u-a)+h(a’1- a) + bia - a)
= b(a - a) + 2h(a - a).

Hence,

d d
F:f[afﬂh-a}]—al'h{a-aﬂ de

—ab-a)—ba a)+h
—axi{axhbh)+h

where h is the (vector) constant of integration. To obtain the final line above, we used a
special case of the expansion of a vector triple product.

The general equation of motion of a (non-relativistic) particle of mass m and charge g when it is
placed in a region where there is a mapnetic field B and an electric field E is

mit =g(E + © = B);

here r is the position of the particle at time ¢ and ¥ = Jr/di, etc. Write this as three separate
equations in terms of the Caresian components of the vectors involved.

For the simple case of crossed uniform fields E = Ei, B = Bj, in which the particle starts from
the origin at § = (0 with F = gpb, find the equations of motion and show the following:
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(@) if vp = E/B then the particle continues its initial motion;
() if vy = (¥ then the particle follows the space corve given in t2rms of the parameter £ by
mE | a mE A
= — = L = = —— = =,
B‘r,-'[ cosg),  y=0, 2 ng{&' sin £

Interpret this curve peometrically and relate £ to ¢, Show that the total distance traveled by the
particle after time £ is given by

2E 'L‘ ;

B

Expressed in Cartesian coordinates, the components of the vector equation read

. Bgi'l
s ——| di.
2m |

mi = gE, +q(¥B, — 1B,),
m§ = gEy +q(¢B; — i B,),
mi=gE, +g(xB, — ¥B.).
For E; = E, B, = B and all other field components zero, the pquations reduce to
mi=gqFE —gBi, my =10, mg = gBx.

The secomd of these, together with the initial conditions ¥(0) = #(0) = (0, implies that
¥(#) = 0 for all £. The final equation can be integrated\directly to give

mi = gBx +nauy,, (%)

which can now be substituted into the first to/give a differential equation for x:
. B
mi=gF —gB (%t +:u|]),

B ]
03 ;‘a+(q—) x:%{E’—ﬂnB}.

n

(1) If uy = E /B then the equation for x is that of simple harmonic motion and
x(2) = Acos et + B sina,

where @ = g B/m. However, in the present case, the initial conditions x{(0) = () =0
imply that x(z) = (Hor all ¢. Thus, there is no motion in either the x- or the y-direction and,
as is then shown by (), the particle continues with its initial speed vy in the z-direction.
(i) If vy = 0, the equation of motion is
E
Ft+wlx = L0 i

m
which again has sinusoidal solutions but has a non-zero RHS. The full solution consists
of the same complementary function as in part (i) together with the simplest possible
particular integral, namely x = g E/ma”. Tt is therefore

gE

x(t) = Acosax + B sinar + =y
LG



29

2.5

www . hackshp.cn

Vector caleulus

The initial condition x(0) = 0 implies that A = —g .i':','l,-"{1"?‘!.&;'1)T whilst x(0} = 0 requires
that B = (). Thus,

= gE 1 L )
= mmzq COs @t b,
B E E
— q—x = cuq—ﬁ — cos o) = -rg_“ — cos i ).
m Mo’ i

Since z{0) = (), sraightforward integration gives

E sin st E
7= a= (; o P ) = q—{mr— sinmar).
M ) et

Thus, since gE/ma* = mE/Bg. the path is of the given parametric form with £ = wr.
It is a cycloid in the plane ¥ = {); the x-coordinate varies in the restricted range () = x =
2g E {(ma?). whilst the z-coordinate continually increases, though not at a uniform rate.

The element of path length is given by ds? = dx? + dyv? + dz”. In this case, writing
gE(maw) = E/B as 1,

1/2
dxy? a2y |’
ds=| | — — d
: [(m) +(dr) ] Y
= [,u:1 sin et + (1 = cmmr}l]wl dt

=[2p*(1 - ::mmr}]”l dt = 2p| sin yet| dt.

Thus the total distance traveled afteytimef is given by

i EE P
5 =f 24| sin Jet’|dt' = — f
n B Jo

If tweo sysems of coordifdies with a commaon origin € are rotating with respect 0 each other, the
measured accelerations differ in the two systems. Denoting by ¢ and r position vectors in frames
OXTZ and OX'VZ, respectively, the connection between the two is

. gBt’

gin dr’.

¥ o=Foxr4 e x4 wx (o),

where w is the angular velocity vector of the rotation of OXYZ with respect to OX V" (taken as
fixed). The third term on the RHS is known as the Coriolis acceleration, whilst the final term gives
rise [0 a centrifugal force.

Congider the application of this resalt to the firing of a shell of mass m from a stationary ship
on the steadily rotating earth, working to the first order in e (= 7.3 = 10-F rad s~ ). TF the shell is
fired with velocity v at time ¢ = () and only reaches a height that is small compared with the radins
of the earth, show that its acceleration, as recorded on the ship, is given approximately by

=g 2w ¥ (v gt

where mg is the weight of the shell measured on the shap’s deck.
The shell is fired at another stationary ship (a distance s away) and v is such that the shell woald
have it its tanget had there bean no Coriolis effect
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() Show that without the Coriolis effect the time of flight of the shell would have been T =

~dg . vigl
(b Show forther that when the shell actually hits the sea it is off-target by approximately

ir | 5
T[(gxmj-v](gf + ¥} — {w }cc?}r’i - ,—i(ﬁrxgjr :
g -

(c) Estimate the onder of magninide A of this miss for a shell for which the initial speed o is
300 ms~!, firing close 1o its maximum range (v makes an angle of /4 with the vertical) in a
northerly direction, whilst the ship is stationed at latitude 45° Noeth,

As the earth is rotating steadily & = 0, and for the mass at rest on the deck,

mi' = mg + 0+ 2o = 0+ mew x (e % ).

This, including the centrifugal effect, defines g which is assumed constant throughout the

trajectory. 4
For the moving mass (i is unchanged),

mgtw x (@ xr) =mr 4 2me < F+me x (o xr),
ie. T=g—2wxTr.
Now, o < g and so0 to zeroth order in o

Pf=g = Ira¥*%
Resubstituting this into the Coriolis term gives, torfirst order in o,
F=pg =2 v+
(a) With no Coriolis force,
F=g#v and r=lgr 4.

Lets = %gtl + vt and uséthe observation that s - g =0, giving

v.g
1,22 - g
;e +vegr=0 = 1=- gl.'
(b) With Coriolis force,

r=g— 2w x git — 2w x ¥,

F=g —(wx g — 2w xv)ir +v,

r=u’ — w x gt — (@ x Vit +vr (%)

If the shell hits the sea at ime T' in the positionr =84+ A, then (s 4+ A) - g = (. i
O=(5+A) g=18" T —0—(@wxv)-gT* +v-gT,
= —vE=TEe— (@ xv) g
-1
5 ra-YSly KUK
28 1

%TO+EE%EE+”)_
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Working to first order in «, we may put T = t in those terms in (%) that involve another
factor e, namely @ x v and o x g. We then find, to this order, that

I 4 ; I
s+i’t=ig(rl+ (e :lv} gII+..,) —E{mxg]r?’
—{@ % ¥IT* +vT +ZWKT:TJIEW
: 1
gy N b oy 3@ x g7’ — (@ x v,

PE
Hence, as stated in the question,
ki o gl .3

A= ?Hg =) v](Er -+ v — (@ xv)jrt — E(m T,

() With the ship at latitude 45° and firing the shell at close to 45° to the local horizontal,

v and & are almost paralle] and the & » v term can be set to zero. Farther, with v in a
northerly direction, (g = @) - v = 1.

Thus we are left with only the cubic term in t. In this,
2 = 300 cos(m /4)
T=—"
0.8
and @ x g is in a westerly direction (recall that ‘e 1% directed northwards and g is directed

downwards, towards the origin) and of magnitude 7 107° x 9.8 x sin(z/4) = 4 85 107
m s~ Thus the miss is by approximately

=433 5,

—% x 4850054 x (433 = —13m,
i.e. some 10~15 m to the East of its intended target.

Parameterizing the hypethnloid
I—z Sk v—! — i =]
I Bt gl
by & = acos @ secq, y = bsind secd, 1 = o an ¢, show that an area element on its surface is
dS = sec® & [* sec? (b cos? § + o sin?f) + a®b1an? 6] a6 dg.

Use this formula to show that the area of the curved surface £ 4 2 — 72 = o® between the planes
r=0mnd = 2ais

1
wal (ﬁ + — ginh ™! Zﬁ) ]

2

Withx = a cos# sec gy, ¥ = bsinf sec ¢ and 7 = ¢ tan ¢, the tangent vectors to the surface
are given in Cartesian coordinates by

d
d; = (—asinfsec g, bcosfsecg, 0,

dr

.-i_¢ = (acosfsecgtang, b sind sec ¢ tan g, cseulfi:},
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and the element of area by

|d d
as = |25« 20\ dpdg
|df  dg
= i(bfcmﬂ sec’ b, acsind sec’ ¢, —absec’ ¢ tan ¢) | d8 dep

=seclg [cl sect g {IJI cost @ + a® sin® ) + a’h* tan® ¢ ]Ml df deb.

We set b = ¢ = a and note that the plane z = 2a comesponds to ¢ = tan™' 2, The ranges
of integration are therefore () = 6 = 27 and 0 < ¢ = tan~" 2, whilst

dS = sec® g(a’ sec” p + a’ tan” @) dA dep,

i.e. it is independent of £.
To evaluate the integral of dS, we set tan ¢ = sinh yr/ /2, with

L
sect ¢ dgp = \f_ﬁcﬂﬁhﬁdtﬁ‘ and sec’p £1 +115:in]11y'.

The upper limit for ¢ will be given by ¥ ='sifih 2./2. we note that cosh & = 3.
Integrating over 8 and making the above substifutions yields

L] I ) I , I 152
g =2?rj; Em3h¢d¢ﬂ3(i - isxnhl¢+ i:{:’mhl ¢r)

w
= @Tazf cosh® 4y

]

@
- ﬁ;az f {Cosh 24 + 1) dyr
o
_ ,\‘.-"2;1:&1 |iminl;2§!r +¢j|~1-
z
= % [sinh v cosh 1 + 4]
ok

= T [(2,/2)(3) 4 sinh ' 2,/2] = wa? (r:- e zﬁ) .

i3

2 V2

2.9 Werify by direct calculation that
YVo{axbhl=b (¥Vxa)—a-(V xh.

The proof of this standard result for the divergence of a vector product is most easily carried
out in Cartesian coordinates though, of course, the result is valid in any three-dimensional
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coordinate system.
LHS =V .-{axh)

a i a
= E{’a},b: —ah,)+ a—}{a:b: —agh )+ a—z{a:b}. —ayh)
— _Hb:+ab3')+ﬂ %_FN& +a _%4_%
==\ ez Nax oz *\ ax a8y

da.  da da.  dax da,  dax
+h | — - b | ——— b | — — —
(H_}-' Hz,)-'_y( H_x+-i:};)+° dx dy

=—a-(Vxh)+h-(V xa)=RHS

2.11 Ewvaluate the Laplacian of the function

7’

ik g

(&) directly in Cartesian coordinates, and (b) after changing to@'spharical polar coordinate system.
Werify that, as they muost, the two methods give the same resull

(a) In Cartestan coordinates we need to evaluate

vl'lﬁ' — ﬁz‘tﬁ' ﬂz‘ﬁ- + ﬂlll!r

Ay eyt oAt

The required derivatives are

a2y’ Hah) Py (7 4 27022yt + 27 — )

ax (x4 e’ Ayl (x4 y2 4 z2p !
Al e P 2exi(xl 4+ 22 — 3y

By (P4 ByE (R4

i g .1:1{.1:1+}'1—31] Hli,!r 3 _2:,1:1{3-x1+3y1—11]

iz x4 y24 7220 a2 - (x2 4 2 4 729

Thus, writing r* = x* 4+ y> 4+ 7%,

220 (32 + 2)(y? + 2% — 3x%) — x|
= (2 + 32 + 22p
0 2o — 2Tt — 4x?) — 4t
T
Tort — 5x7)
— rd. a

Vi

(b} In spherical polar coordinates,

0038 r2 sin? § cos?
Wi, 6, ¢) = T HT S0 el i G .
r
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The three contributions to W24 in spherical polars are

gy 1 8 falP
(vlﬁ-}r_rlﬂr( H'r)

2
P 3
= — cosf sin” 6 cos™ ¢,
r

(‘F&"r}p = I i (sin Hﬂ)

rlsind 48 ag
leos®p a [ . @ 5
= ang |i5m|9ﬁ{cnm9un I‘;‘:Ij|
cos?
= n (dcos’ # — & sin’ #cosd),
r
I oy
Ve = -_—
(V¥ lgin?d Agt
cos

= = (-2 cos’ o+ 2 sin® ).

Thus, the full Laplacian in spherical polar coordinates reads

&
Vi = e (25in? A cos? ¢ + dcos” feos? ¢
r
- Eﬁiﬂlﬂm}sldﬁ — 2cm1¢ L Zﬁinzri:}
= H
= 57 (4cos? g — 105in 8 C0s? ¢ — 2 cos® d + 2 5in? )
F
i)
wi (2 — 10sin? feos” ¢)
r
_ 2rcosB{rh— 5r7 sin®  cos” @)
= = .

Rewriting this last exprefsion’ in terms of Cartesian coordinates, one finally obtains
2zirt — 527

?"‘"1' 1
which establishes the equivalence of the two approaches.

Vi =

The {Maxwell) relationship between a time-independent magnetic field B and the carrent density J
(measured in ST units in Am™2) producing it,

Voo B = ],
can he applied to a long cylinder of condocting ionized gas which, in cvlindrical polar coordinates,
occupies the region o = a.
() Show that a uniform current density (0, C, 1) and a magnetic field (0, 0, ), with B constant
(= M) for p=a and B = B(p) for p < a, are consisient with this equation. Given that

B} = (}and that B is continmons at p = a, oblain expressions for C and 8(p) in terms of B,
and a.
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(b) The magnetic field can be expressed as B = V x A, where A is known as the vector potential.
Show that a suitable A can be found which has only one non-vanishing component, A, (o), and
obtain explicit expreasions for A4 (g) for both ¢ < @ and p = a. Like B, the vector potential is
CONLNWOUS 8L o = a.

() The gas pressure p{po) satisfies the hydrostatic equation ¥ p = J »x B and vanishes at the ooer
wall of the cylinder. Find a general expression for p.

(a) In cylindrical polars with B = {0, (0, B(pg)), for p = a we have

| 4B a8
;.;n{ﬂ E',ﬂ"}:?xB:( )

pag’ B’
As expected, 9B /dg = 0. The azimuthal component of the equation gives

aB
—;_P=p,.]c for p=a = B(p)= B0 — mCo.

Since B has to be differentiable at the origin of p and have no ¢-dependence, B(0)
must be zero. This, together with B = By for p > a reguires that © = —Bp/{ajp) and
B(p) = Bypjafor0 = g = a.

(b)) With B =V x A, consider A of the form A=00 A(p), 0). Then

14 a
e e BN = =g (;?-E(MJ.- 0, HP{MJ)

18
=10 0, ——(pd) ).
( PHP(P })

We now equate the only non-vanishing component en each side of the above equation,
treating inside and outside. the\cylinder separately.
For = p = a,

I o B
_r_{'ﬂ.A'} = L‘p,
P g a
B 3
pa=22 1 p,
Ja
Bnlﬂ‘l D
A =— 4 —
(o) et -
Since A{() must be finite (so that A is differentiable there), I = (L
For g = a,
L A
(pA) = By,
pop
E 1
pd = |]£'.P + E,

1 E
Alp) = 3 Byp + =
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At o = a, the continuity of A requires

Bpa® 1 E Bya®
= — i E=—
3 2T :
Thus, to sommanze,
A= G GEasa
M= "3, =Rz
2
a2 a
and Alp) = Bp| — — — for =
() ”(2 ﬁp) px
(c) For the gas pressure p(p) in the region 0 = p = a, we have Vp=J = B. In
component form,
d B
(f00)-(0 -2 0)-(00 %),
dp tiLo a
with pia)=10.
dp 20 Bj P2
Tk = =32 1) |
"i.p P 21 a

Maxwell’s equations for electromagnetism in Tree spage (i,enin the absence of charges, currents
and dielectric or magnetic media) can be writben

i ¥V-B=10, MV -E=10,
iB 1 JE
({ii) V=K = £ iv) VxB-— B =1

A vector A is defined by B =V x A, and a scalar ¢ by E = — Vb — 34 /3¢, Show that if the
condition
14
(v) V-A+ —ﬂ—d' =0
t

is imposed (this is known as choosing the Lorent® gange), then A and ¢ satisfy wave equations as
Tollows.

1 3%
i) Vig— — =
(wi) Vb =52
1 3%A
i) V2A——__ =0
BT Ry

The reader is irvited to proceed as follows.

{a) Verify that the expressions for B and E in terma of A and ¢ are congiatent with (i) and (iii).

(b)) Subsritute for K in (i) and use the derivative with respect o time of (V) o eliminate & from the
resulting expression. Hence obtain (vi).

{c) Subsritute for B and E in (iv) in terms of A and ¢ Then use the gradient of {v) to simplify the
resulting equation and so obtain (vii).

(a) Substituting for B in (1),
V-B=V-(V=xA)=0, asitisforany vector A.
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Substituting for E and B in (iii),
9B AA B
VxE+ o =—(Vx V) —Vx—+ _ (VxA) =0
it at ar

Here we have used the facts that V x Vb = 0 for any scalar, and that, since /9t and ¥

act on different variables, the order in which they are applied to A can be reversed. Thus

(i) and (iii} are automatically satisfied if E and B are represented in terms of A and .
(b} Substituting for E in (ii) and taking the time derivative of (v),

3
ﬂ=‘i’-E=—"F1¢:—ﬁ{v-A}:

i 1 a%p
0=—(V A+ —-—.
Hr( ) et dr?
Adding these equations gives
1 &g
0n=-v —_——
o e At

This is result (vi). the wave equation for .
i} Substituting for B and E in (iv) and taking the gradiembof (v),

-4
V x (V x A) — L(—Hv:p—a‘*):n.
i

at art
14 1.8%A
' —_ F i e — A
VIV A — VA< G (Vi) + 2 Ay 0.
L (8
F 7 VIV A (Vg =10
Tom (v), ( ]+,.:IHI( @)
1a%A
: S A s —
Subtracting these gives — WA+ A =0

In the second line we have fised the vector identity
VEFE=VIV-F)—-Vx{VxF)
to replace ¥V = (V x A). The final equation is result (vii).

Paraboloidal coordinates o, v, ¢ are defined in terms of Cantesian coordinates by
X o= il o g, ¥ = sin g, g = I(uz — ul)

Tdentify the coordinate sarfaces in the a, v, ¢ sysiem. Verify that each coordinate surface (u =
constant, say) intersects every coordinate surface on which one of the other two ceordinates (u,
say ) is constant. Show further that the system of coordinates is an orthogonal one and deternvine its
scale factors. Prove that the s-component of ¥ » ais given by

| dy ey I de,
(? 4 0212 4 p * du ) we A

To find a sarface of constant ¥ we eliminate v from the given relationships:

x4yl
5

v

P2ryi=ulv? = 2r=ul-

13
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This is an inverted paraboloid of revolution abont the z-axis. The range of 7 is —oc <
= —éul.
Similarly, the surface of constant v is given by

x4yl

— v
2

2=

This is also a paraboloid of revolution about the z-axis, but this time it is not inverted. The
mngenfzis—lzul =@ o< oo

Since every constant-u paraboloid has some part of its surface in the region z = 0 and
every constant-v paraboloid has some part of its surface in the region z < 0, it follows
that every member of the first set intersects each member of the second, and vice versa.

The surfaces of constant ¢b, ¥ = x tan ¢b, are clearly (half=) planes containing the r-axis;
each cuts the members of the other two sets in parabolic lines.

We now determine (the Cartesian components of) the tangential vectors and test their
orthogonality:

ar

6= = (veosg, vsing, u),
a

£ = = = (ucosg, wsing, —uv),
du
i

e = ;JT; = (—uv sin g, wieosg, 0,

& &2 = u{cos P oos g Hsing sing) — ny =10,
B2 e = ulut—cnﬁqﬁ Sin g+ sin g cosgh) = 0,
1 - €1 = U’ (— cok @sin ¢ + sin ¢ cosg) = 0.
This shows that all pairs of tangential vectors are orthogonal and therefore that the

coordinate system is an orthegonal one. Tts scale factors are given by the magnitudes of
these tangential vectors:

ki = |&)* = (vcos P + (vsing) +u? = u? + o7,
h = || = (weosg)® + (using)® + v* = w* + 07,

hi = |e&s|* = (mwsing)* + (uvcos @) = ulvl
Thus

h,=h, =Vul4+97, by = uv.

The u-component of ¥ a is given by

[V xale= — [3 T e ml.al.n}

huhohg | 8v dep
1 a ]
= W) — u? + vla,
uv/ul + vl [E‘l'{ % M’hf j}

_ J I':!? , E’rrI.P | H'a:.-
T Vet \y | v uv g

as stated in the question.
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Hyperbolic coordinates g, v, ¢ are defined in terms of Cartesian coordinates by
X = cosh o Cos U Cos d, ¥ = cosh o cos v sing, = sinhu sin v,

Sketch the coordinate curves in the ¢ = {0 plane, showing that far from the origin they hecome
concentric circles and radial lines. In particalar, identify the corves u =10, v =0, v=a/2 and
1 = . Caleulate the tangent vectors at a general point, show that they are mutoally orthogonal and
deduce that the appropriate scale factors are

R, =k, = (cosh® u — cos® 02, hy = coshu cos v.

Find the most general function ¥ (u) of « only that satisfies Laplace’s equation ¥4y = (.

In the plane ¢ = 0, i.e. ¥y = 0, the curves ¥ = constant have x and z connected by

X

X EI

_t—— =1
cosh®u  sinh®u
This general form is that of an ellipse, with foci at (£1, 40, With u = 0, it is the line
joining the two foci (covered twice). As ¥ — oo, and coth p =2 sinhu the form becomes
that of a circle of very large radius.
The curves v = constant are expressed by
+2 72
cosly N\minty

These curves are hyperbolae that, fof Jarge x and 7 and fixed v, approximate z = =£x tan v,
i.e. radial lines. The curve v =10 isvthe part of the x-axis | = x = oo {covered twice),
whilst the curve v = m is its eflection in the z-axis. The curve v = /2 is the z-axis.

In Cartesian coordinates 3 general point and its derivatives with respect to u, v and ¢
are given by

r = cosh i cos veos ¢ i+ coshucos vsing j+ sinhu sinv k,

ar . . .
e = P ginh uw cos v cosgi + sinhucosvaing j + coshusinuk,
o'l

i
=5 'Ii_r = —coshu sinv cos ¢ i — coshu sin vsing j + sinhucos vk,
du
iar — .
By = ﬁ = cosh u cos v{— sin ¢ i + cos ¢ j).

Mow consider the scalar products:

€; - = sinhu cosvcosh i sin v(—cos® g —sin® g+ 1) =0,
e; - & = sinh u cos” v cosh u{— sin ¢ cos g + sin doosg) =10,

€3 - & = cosh” u sin v cos v(sin g cos ¢ — sing cos @) = (.

As each is zero, the system is an orthogonal one.



www . hackshp.cn

40 Vector caloulus

The scale factors are given by |e; | and are thus found from:

le; [ = sinh® u cos” vicos® ¢ + sin® @) + cosh® usin® v

= {cosh® u — 1) cos® v + cosh® u(l — cos® v)
= cosh® u — cos® v;
les * = cosh?® u sin® w(cos? ¢ + sin® ¢} + sinh® u cos® v
= cosh? (1 — cos® v) + (cosh® 1 — 1cos’ v
= cosh® u — cod® v,
les |I = cosh? u cos” w(sin® ¢ + cos’ @) = cosh® wcos? v,
The immediate deduction is that

R, = h, = (cosh® & — cos? v)'7, hy = coshucosv.

An alternative form for h, and h,, is (sinh® & + sin? w12,
If a solution of Laplace’s equation is to be a function, {+(u), of © only, then all dif-
ferentiation with respect to v and ¢ can be ignored. The expression for Vi reduces

to
Gy L _[2 (hedy
L h, du

l i b G
= +— | coshucosv— | |.
cosh i cos vieosh?® u — cog?wd | du du
Laplace’s equation itself is even simpler and reduces to
i e
e (cn.\h HE) =1.
This can be rewritten as

ik 2k Qe

NS

i) _mshu:£“+e—" T

Ae® dn
dir = g

This is the most general function of & only that satisfies Laplace’s equation.

= Btan~'e" + ¢
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The vector figld F iz defined by
F=2xol 4 2y + (? + 2yl = Dk
Calculate ¥ x F and deduce that F can be written F = V. Determine the form of gb.

With F as given, we calculate the curl of F to see whether or not it is the zero vector:
VxF=(dy;—dyz, Jx—2x, 0—4=0.

The fact that it is implies that F can be written as Vb fof some scalar .

The form of @(x, v, ) is found by integrating, in tum, the components of F until
consistency is achieved, ie. until a ¢ is found that has partial derivatives equal to the
corresponding components of F:

,
m:Fs%f = lr,y. ) =272+ (. 2),
i

a
2y =Fy= [¥rga@a] = 20, )=y7+ k),
' 3
42—~ 1=F = ,;—ler_+}'lzl+hffﬂ
(L
= hizl=—z+k.

Hence, to within an unimportant constant, the form of ¢ is

dix, v, ) =x"z+¥v — 1

A vector field Fis given by F = xyll + 2j 4+ xkand L iz a path parameterized by © = ci, v = ¢/,
z =d for the range | = ¢ < 2. Evaloate the three integrals

(2) ch::. (b) de;,-. ic) fF-dr.
L L &

Although all three integrals are along the same path L, they are not necessarily of the
same type. The vector or scalar nature of the integral is determined by that of the integrand
when it is expressed in a form containing the infinitesimal dt.

{a) This is a vector integral and contains three separate integrations. We express each
of the integrands in terms of £, according to the parameterization of the integration path
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L, before integrating:

23
de;:f (—i+2j+crl:) dt
L 1 I

| 2
= 3 & . 7
= [r.' ]HII+ZIJ+2CE' I£j|1

3
=c'n2i+2j+ Er‘k.

{b) This is a similar vector integral but here we must also replace the infinitesimal dy
by the infinitesimal —¢ dz /1 before integrating:

¢ C" =i
Fdy = —i+2j+crk — | dt
frar=[ (Frrasen)(3)

et 20 5 i
:[lrlH_ = ji—rc ]nrkl

3¢t
-, ; i—cj—c*n2k

() This is a scalar integral and before integrating wie must take the scalar produoct of F
with dr = dx i+ dy j 4+ dz k to give a single integrand:

; P
fFudr:f (—i—[—zj—-j—-:'.rk)-{ri—%j+ﬂk}dr
L 1 T r

et

o 1t

.
% [64]TII+ E—C]
L

=e*in?2 —e.

3.5 Determine the point of intersection P, in the first quadrant, of the two ellipses

2 2 ¥

E+:5—1=I and F+:::_j=l'

Taking & = a, consider the contour L that bounds the area in the first guadrant that is common o
the two ellipses. Show that the parts of L that lie along the coordinate axes contribute nothing to
the line integral around L of x dy — vdx. Using a parameterization of each ellipse of the general
form x = X cos¢p and v = ¥ singd, evaluate the two refmadning line integrals and hence find the
otal ared commaon to the teo ellipses.

Note: The line integral of x dy — y dx around a general closed convex contour is equal to twice the
area enclosed by that contoar.
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From the symmetry of the equations under the interchange of x and y, the point P must
have x = y. Thus,

X I+‘i =1 = T_—ab
b ; B2l = _{‘31+.E31]L—"1'

Denoting as carve Oy the part of

that lies on the boundary of the common region, we parameterize it by x = acosfy and
¥ = bsinfy. Curve Cy starts from P and finishes on the y-axis. At P,
ab a

= tanfé = —.

EEHHHLZIZW 2

Tt follows that #; lies in the range t.'m"{aﬂJ] = fh = x /2 Note that &, is not the angle
between the x-axis and the line joining the origin (3 to the corresponding point on the
curve; for example, when the point is P itself then &) = tan a /b, whilst the line &P
makes an angle of /4 with the x-axis.
Similarly, referring to that part of
-
2 2
B a*
that lies on the boundary of the comfmonvregion as curve Cz, we parameterize it by
x = kboosth and v = asint with (V287 = tam“’{b,-"a}.
Om the x-axis, both y and dydrenzeto and the integrand, x dy — y dx, vanishes. Simi-
larly, the integrand vanishes at all points on the y-axis. Hence,

:ﬁl{‘xd}‘—_}ldﬂ
A

= | (xdy—vydx)+ | (xdy—ydx)
&1 o

tn~ ' b )
:f [afcosfh cos ) — absin fa(— sindy ) ] d6;
[

=2
+ f [abicos & cos &) — absin y(— sind, ) ] 46

1= )

b
= ahtan™" = +ah (g —tan™! %)

b
= 2abtan™'
i
As noted in the question, the area enclosed by L is equal to 11 of this value. i.e. the total

common area in all four gquadrants is

1 b b
43— x2abtan™" — = dabtan™' —.
2 a i
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MNote that if we let # — a then the two ellipses become identical circles and we recover
the expected value of wa? for their common area.
3.7 Evaluate the line integral
T =3§ [y(4x® + ) dx + (26" + 3yD)ddy]
[

around the ellipse x*fa® + 32 /b* = 1

Ax it stands this integral is complicated and, in fact, it is the sum of two integrals. The form
of the integrand, containing powers of x and y that can be differentiated easily, makes this
problem one to which Green's theorem in a plane might usefully be applied. The theorem

states that
i d P
?&P.ix + Qd}-}:ff ag. 3P dx dy,
C g A Ax Oy

where C 15 a closed contour enclosing the convex region R,
In the notation used above,

Pix,vi=ydx +¥) and Qo= x(2x" + 397,

Tt follows that
aF £ 550 10 5 i
=il 3w d — =& 3y,
Ay x4 3 am Ax X~ 4+ 3y
leading to
BE 0050
ax dy

This can now be substituted into Green’s theorem and the y-integration carried out imme-
diately as the integrand does not contain y. Hence,

I:ffhzdxd}'
®

¥ IZI 152
= 211212(1——1) dx
a

-

]
=4i5f a® cos® ¢ sing (—asing d¢), on setting x = a cos ¢,

i
= —ha’ f sin” (2¢)) dp = mha’.

In the final line we have used the standard result for the integral of the square of a sinusoidal
function.
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A single-turn coil C of arbitrary shape is placed in 2 magnetic field B and carries a current . Show
that the couple acting upon the coil can be written as

M=If(B-r}dr—IfB(r-dr}.
e fag

For a planar rectangular coil of sides 2a and 2§ placed with its plane vertical and at an angle ¢ o a
uniform horizontal field B, show that M is, as expected, dab BT cos ¢ b

For an arbitrarily shaped coil the total couple acting can only be found by considering that
on an infinitesimal element and then integrating this over the whole coil. The force on an
element dr of the coil is 4F = I dr = B, and the moment of this force about the origin is
dM = r « F. Thus the total moment is given by

}Izérxﬂ’drxﬂ-}
(]

:f%{r-ﬂ}dr—f% Bir - dr).
[ c

Tor obtain this second form we have used the vector identity
ax(bxcy={a cth—{a h

To determine the couple acting on the rectangularcii]l we work in Cartesian coordinates

with the z-axis vertical and choose the orientation of axes in the horizontal plane such that
the edge of the rectangle of length 2a is i thex-direction. Then

B =Bcosgi+ Bsingj.

Considering the first term in M:
(i) for the horizontal sides

r=xithk dr=dxi r-B=xBcosg,

f{r-ﬂjdr = Bcosgi (fdxd.x—:—[_ﬂ.xdx) =1k

(i1} for the vertical sides

r=xagi+zk dr=dzk, r B=zaFcosg,
b —b
f(r.B]dr:Bmﬁiﬁlk(f {—,Lﬂ}dz+f {—ﬂ}dz):dabﬂmﬁtpk_
—b b

For the second term in M, since the field is uniform it can be taken outside the integral as
a (vector) constant. On the horizontal sides the remaining integral is

fr-dr::l:f.xdx:[}.

Similarly, the contribution from the vertical sides vanishes and the whole of the second
term contributes nothing in this particular configuration.
The total moment is thus 4ab B cos ¢ k, as expected.
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An axially symmetric solid body with its axiz AR vertical is immersed in an incompressible fluid
af density gy. Use the following method to show that, whatever the shape of the body, for p = p(z)
in cylindrical polars the Archimedean upthrust is, as expected, 2ogV, where V is the volume of the
body.

Express the vertical component of the resultant force (— [ p 4%, where p is the pressure) on the
body in terms of an integral; note that p = —gyez and that for an annolar sorface element of width
di.m-m,di = —dp. Integrate by parts and use the fact that o{z,4) = plzp) =10

We measure 7 negatively from the water's surface z = () so that the hydrostatic pressure
is p = —ppgz. By symmetry, there is no net horizontal force acting on the body.

The upward force, F, is due to the net vertical component of the hydrostatic pressure
acting upon the body’s surface:

F=—i,- f pds
= —ii, - f (—mgzi2mpfdl),

where 2mp dl is the area of the strip of surface lying between'g and £ + d7 and 6 is the
outward unit normal to that sarface.

Now, from geometry, 6, - @i is equal to minus the gine of the angle between 41 and 47
and so fi_ - fidl is equal to —dp. Thus,

F =2wppg f ¥ pisda)

e a
= —E:I,q_-,gf (,ﬂa—f) zdz
Ta f
158 Ty -2
[ [l
= &g [z—} —f —dzIy.
{ 2 A A 2

But p{z4) = plzg) = 0, and 5o the first contribution vanishes, leaving

ta
F= .mgf mptdz = mgV,
T4
where V is the volume of the solid. This is the mathematical form of Archimedes' principle.
Of course, the result is also valid for a closed body of arbitrary shape, o = p(z, @), buta
different method wounld be needed to prove it.

A vector field a is given by —zxr 1 — zyr % + (x* + ' 7k, where r* = x* + y* 4+ 2. Estab-
lish that the field 15 conservative {a) by showing that ¥V = a = 0, and (b} by constructing its potential
Tuncriod g

We are told that
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withr® = x% + ¥* + 7% We will need to differentiate r— with respect to x, ¥ and 7, using
the chain rule, and 50 note that 8r/dx = x/r, etc.
(a) Consider ¥ = a, term by term:

A fxt4yt 8 f—zy
f?xak—a—y( 3 ) H_z(?)

Bt +yly 2y ¥ vk

rér A A

3
= r—f{—xl—}'1+x1+}'1+31—31) =1

A —zx a x4yt
[vx.ﬂ]},:az(r}]—ax( =3 )

IHex)r x  x 5, x4+ yljx

3 r} ?'4?'

3x
=F{zl—.xl—}'l—zl+x1+}llj=[];

& -y i f—zx
v =5 (F) -5 (59

_ 3zy)x 3z B
T oy rréaS

rr r

Thus all three components of ¥V = a arezéro, showing that a is a conservative field.
(b} To comstract its potential function we proceed as follows:

A —Ix z

ar (xI + yA R s P =¢= I+ 32+ 2R + Fy. 2
a¢ Sy - oL
3_}. T GE I 2P T (xl gyl it + ay = fly. 2= g2,
B x4y
FEan (2 + yI+ 2P
_ | s =7 ig
T yi A 4 4 2P g
= glz)=c.
Thus,
e W . . SRR,
flx.y.o)=c+ GIr AR e+ 5

The very fact that we can construct a potential function ¢ = ¢(x, v, £) whose derivatives
are the components of the vector field shows that the field is conservative.
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A force Fir) acts on a particle at r. In which of the following cases can F be represented in terms
of a potential? Where it can, find the potential.

20x = ¥) r
(@) F=F |1~ =—"r|exp _F):
1 _ " 1
(¥ i i

(l’.‘,:l F= F{,. [k + afl':: k}] .

(a) We first write the field entirely in terms of the Cartesian unit vectors using r =
xi+ vj+ zk and then attempt to construet a suitable potential function ¢:

.. Hx—y) v
F:Fn[l—.]— 41} r]exp (_al)

o
=—'_j[(al—ixz+21_}r}i+(—a.z—2xy+2yzjj
i
rI
+(—l\:z+’2}'z}|£]exp g A

Since the partial derivative of exp(—r?/a?) with réspect to any Cartesian coordinate u is
exp(—r2/a® W—2¢/a?)(u /), the z-component oE Fappears to be the most straightforward
to tackle first:

bp ﬂ

rl
- = = B = AR

2
= plxeve) = Folx — ylexp (—r

—1) + filx, )
i
=y, D)+ filx, ¥).

Mext we examine the derivatives of ¢ = ¢ + f with respect to x and y to see how closely
they generate F, and F,:

il [ rl e L N 1

= (0% — 22T + 2xydexp(—rifat) = F.  (as given),
i

[ rl : riy -2y
ay =k _—EXF —E)+tx—}lﬂxl? _E) (?)

. %{—al —2xy + 2yMexp(—r*ja’) = F, (as given).

and

z
1 T [} r 1 r
Thus, to within an arbitrary constant, ¢4 (x, y, z) = Fy(x — ¥lexp —— | is a suitable
a

potential function for the field, without the need for any additional function f{x, y).
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b)) We follow the same line of argument as in part (a). First, expressing F in terms of
i, jand k,

F gE s g 2
:I_-T'=_I:I fk+m—ar]gxp(—r_)
T

al al

F‘
= —:[J.:{xl +y2— a®ji+ y[xz+ _}'1 —::rz]j
T
z ] rt
+dx+yjﬂem(—ﬁ),

and then constructing a possible potential function ¢, Again starting with the

Z-COmponent:
% _ Bzt e (-5
3z ot ¥ lexp 2
= $lx,y.z)=— &-+yhm( )+f@}}
=gyix, v, 0} + flx, ¥L
Ay Fa E.xn + ¥ F ;
i . T Pt - s F 3
Then, ar 2a [21 ]Bxp ( 2) (a8 E“'E“}:
3 Fi 2 +3 * :
and % = —ﬁ [2}' J-’{‘L ) j] —1) = F, (as given).
rl
Thus, ¢(x, ¥, 7} {x + v exp| — , as it stands, is a suitable potential function

for Fi(r) and entabh.xhes the eonservative nat'ure of the field.
() Again we express Fin Cartesian components:

a{rxkj ax .

F=E{k+

That the z-component of F has no dependence on y whilst its y-component does depend
upon 7 suggests that the x-component of ¥V x F may not be zero. To test this out we
compute

a(l) 8 f—ax . 2axz
R e (—)—“ a 70

and find that it is not. To have even one component of ¥V x F non-zero is sufficient to
show that F is not conservative and that no potential function can be found. There is no
point in searching further!

The same conclusion can be reached by considering the implication of F, = k. namely
that any possible potential function has to have the form ¢(x, v, 2) = 2 + flx, ¥). How-
ever, Ag/Ax is known to be —ay/r? = —ay/(x® + 2 + z%). This yields a contradiction,
ag it requires #f(x, ¥)/8x to depend on z, which is clearly impossible.
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The vector field t has components yi = xj < k and y is a corve given parametrically by
r=ig—c+ccosfi+bbesin®)j+ ik, D= =2

Describe the shape of the path 3 and show thiat the line integral _||"r t - dr vanishes. Does this result
imply that F iz a conservative field?

As 8 increases from O to 2, the x- and y-components of r vary sinusoidally and in
quadrature about fixed values 2 — ¢ and b. Both variations have amplitude ¢ and hoth retum
to their initial values when # = 2. However, the z-component increases monotonically
from 0 to a value of 27 2. The curve y is therefore one loop of a circular spiral of radius ¢
and pitch 27 2. Tits axis is parallel to the z-axis and passes through the points (a — e, b, z).

The line element dr has components (—esin® 46, ccos 8 46, c2d#) and so the line
mtegral of f along 3 is given by

I
f["-dr =f [¥(—csind) — x(ccos )+ | dB
¥ ]
In
:f [—r{h+csin£‘}sin8—c(a—c—i—cmﬁﬁ}cmﬂ +c2] a8
i

e

:f (—Besinf — ¢* sin® # — e(a <c)eos 8 — ¢ cos® B + ¢) 48
0

=0—mct—0—mect + 2mc? =0

However, this does not imply that f is a conservative field since (1) p is not a closed loop,
and (ii) even if it were, the line integral s tovanish for every loop, not just for a particular
one.

Further,

V=0 0-0 —1-11=(0, 0, =2)#0,

showing explicitly that £i5-not conservative.

Evaluate the surface integral | T . %, where r is the position vector, over that part of the surface

z =a® — £ — 3 for which £ = 0, by each of the following methods.

(a) Parameterize the surface as x = asinf cosg, y = asind sing, £ = a* cos® 0, and show that
r-d% =&} (2sin® P cosd + cod® @ sin0) 48 Jb.
(b} Apply the divergence theorem o the volume bounded by the swrface and the plane z = (.
(@) Withx = asinf cosgy, v = asind sing, z = a® cos? #, we first check that this does
parameterize the surface appropriately:
at—xt — vy =a® — a’ sin’ Afcost ¢ + sin? @) = a¥(1—sin’ ) = e’ cos’ B =z,

We see that it does so for the relevant part of the surface, i.e. that which lies above the plane
r =0with0 =@ = /2. Tt would not do so for the part with 7 < 0 for which x2 + v* has
to be greater than a”; this is not catered for by the given parameterization.
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